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Abstract

The quality of experience of many modern network services depends on the delay performance of the underlying communications network. In DSL networks, cross talk introduces competition for bandwidth among users. In such a competitive environment, delay performance is largely determined by the manner in which the cross-layer scheduler assigns bandwidth to the different users. Existing cross-layer schedulers optimize a simple metric, and do not consider important information that is contained within individual packets. In this paper, we present a new cross-layer scheduler, referred to as the minimal delay violation (MDV) scheduler, which optimizes a more elaborate metric that closely resembles the quality of experience of the users. Complementary to the MDV scheduler, a fast physical layer resource allocation algorithm has been developed that is based on network utility maximization. Through simulations, it is shown that the new scheduler outperforms the state of the art in cross-layer scheduling algorithms.

1 Introduction

In communications, maintaining a low delay is important for many applications such as video conferencing, VoIP, gaming, and live streaming. If many delay violations occur, quality of experience (QoE) suffers considerably for these applications. In multi-user communication systems, competition for bandwidth among users motivates the need for a scheduler that assigns bandwidth to the users. This scheduler then has a significant influence on the achieved delay performance of all applications in the network. In DSL networks, competition for bandwidth arises from physical layer resource allocation techniques that combat crosstalk, i.e. interference that results from electromagnetic coupling between different wires in a single cable binder. In the design of a scheduler for DSL systems, these physical layer mechanisms can be taken into account through the framework of cross-layer optimization.

Part of this research work was carried out at UAntwerpen, in the frame of Research Project FWO nr. G.0912.13 ‘Cross-layer optimization with real-time adaptive dynamic spectrum management for fourth generation broadband access networks’. Part of this research work was carried out at the ESAT Laboratory of KU Leuven, in the frame of 1) KU Leuven Research Council CoE PFV/10/002 (OPTEC), 2) the Interuniversity Attractive Poles Programme initiated by the Belgian Science Policy Office: IUAP P7/23 ‘Belgian network on stochastic modeling analysis design and optimization of communication systems’ (BESTCOM) 2012-2017, 3) Research Project FWO nr. G.0912.13 ‘Cross-layer optimization with real-time adaptive dynamic spectrum management for fourth generation broadband access networks’, 4) IWT O&O Project nr. 140116 ‘Copper Next-Generation Access’. The scientific responsibility is assumed by its authors.
A cross-layer scheduler makes its scheduling decisions based on the solution to a network utility maximization (NUM) problem. Existing cross-layer schedulers optimize a simple metric, such as queue length, head-of-line delay, or average waiting time, and do not consider important information that is contained within the individual packets. In this paper, we introduce the new minimal delay violation (MDV) scheduler, which optimizes a function of the delay percentile, a measure that closely resembles the true quality of service requirements of delay sensitive traffic. Complementary to the new MDV scheduler, a fast physical layer resource allocation algorithm is developed that solves the corresponding NUM problem. The resource allocation algorithm, referred to as the NUM-DSB algorithm, is inspired by the distributed spectrum balancing (DSB) algorithm for spectrum coordination in DSL networks. The NUM-DSB algorithm decides on the appropriate power allocation for the physical layer, and can be shown to converge to a local optimum of the original NUM problem. Convergence is fast, which enables verification of the MDV scheduling algorithm through simulations.

Simulation results are obtained using the OMNeT++ framework and Matlab. The performance of the MDV scheduler is evaluated in a downstream DSL system, and is compared to the performance of both the max-weight (MW) and the max-delay utility (MDU) scheduler. Simulation results show that the MDV scheduler outperforms the MDU and MW scheduler. The MDV scheduler sometimes also demonstrates better performance with respect to throughput. Overall, when the MDV scheduler is used, it is seen that significantly fewer delay violations occur.

2 DSL system model
2.1 Physical layer
We consider an $N$ user DSL system. DSL employs discrete multitone (DMT) modulation in order to establish $K$ orthogonal sub channels or tones. As signal coordination is assumed not to be available, each of these tones $k$ can be modeled as an interference channel.

$$ y_k = H_k x_k + z_k $$

(1)

In (1), $x_k = [x_1^k, \ldots, x_N^k]^T$ is a vector containing the transmitted signal of all $N$ users on tone $k$. Also, let $x^n = [x^n_1, \ldots, x^n_K]^T$ and let $x = [x^T, \ldots, x^{NT}]^T$. Similar vector notation will be used for other signals, as well as for variables introduced later such as the bit loading, total power consumption, and data rate. Furthermore, $y_k$ and $z_k$ contain the received signal and noise for all $N$ users on tone $k$. The average power of $x^n_k$ is given as $s^n_k = \Delta f \mathcal{E} \{|x^n_k|^2\}$, with $\mathcal{E} \{ \cdot \}$ the expected value operator and $\Delta f$ the tone spacing. Also, $\sigma^n_k = \Delta f \mathcal{E} \{|z^n_k|^2\}$ is the average noise power received by user $n$ on tone $k$. Finally, $H_k$ is the $N \times N$ channel matrix, where $[H_k]_{n,m} = h_{n,m}^k$ is the transfer function between the transmitter of user $m$ and the receiver of user $n$, evaluated on tone $k$.

The maximum achievable bit loading for user $n$ on tone $k$, given transmit powers $s_k$, is calculated as

$$ b^n_k(s_k) = \log_2 \left( 1 + \frac{1}{\Gamma} \frac{|h_{n,n}^k|^2 s^n_k}{\sum_{n \neq m} |h_{n,m}^k|^2 s^n_m + \sigma^n_k} \right), $$

(2)

with $\Gamma$ the SNR gap to capacity, which incorporates the gap between ideal Gaussian signaling and the actual constellation in use. The SNR gap also accounts for the coding gain and noise margin. The data rate of user $n$, and the total transmit power
consumption of user $n$, are given as

$$ R^n(b^n) = f_s \sum_{k=1}^{K} b^n_k, \quad P^n(s^n) = \sum_{k=1}^{K} s^n_k, \quad (3) $$

where $f_s$ is the symbol rate.

The total transmit power of each user is limited to $P^{\text{tot}}$. The set of all possible power loadings of user $n$ can thus be described as

$$ S^n = \{ s^n \in \mathbb{R}^K_+ \mid P^n(s^n) \leq P^{\text{tot}} \}. \quad (4) $$

The set of all possible power loadings of the whole multi-user system is $S = S^1 \times \ldots \times S^N$. The resulting set of achievable bit loadings is

$$ \mathcal{B} = b(S) \quad (5) $$

Finally, we define the rate region as

$$ \mathcal{R} = \{ r \in \mathbb{R}^N_+ \mid \exists r' \in \mathcal{R}(\mathcal{B}) : r \leq r' \}. \quad (6) $$

For DSL networks with tone spacing small relative to the coherence bandwidth of the power transfer function, the rate region is a convex set [1].

As an example, the rate region of a 2-user G.Fast system that employs spectrum coordination is depicted in Figure 1. Generally, there is no power allocation that simultaneously maximizes the data rate of all users, as observed in the rate region of Figure 1. Instead, there are a number of Pareto optimal power allocation settings that achieve a data rate on the edge of the rate region. This implies the need for scheduling, i.e. choosing one of these Pareto optimal power allocation settings as the point of operation.

## 2.2 Upper layer & scheduling

The scheduling occurs in the upper layer, since it has the information that can help deciding the optimal point of operation. We assume that each of the $N$ users has one traffic stream with delay upper bound $\hat{T}^n$ and allowed violation probability $\epsilon^n$, or equivalently, conformance probability $\eta^n = 1 - \epsilon^n$. Time is divided in slots of length
At slot $t \in \mathbb{N}$ the upper layer requests the physical layer for new rates, based on all available info up to time $t$, such as queue lengths and arrival rates. At the start of slot $t+1$, rates $r(t+1)$ are applied in the interval $[t+1, t+2]$. There is thus a delay $\tau$ between the request and application of rates.

Traffic arrives in an infinite buffer. We denote by $a_n(t)$ and $Q_n(t)$ respectively the arrival time and length in bit of user $n$'s $l$-th queued packet at the beginning of time slot $t$, and $Q_n(t) = \sum_{l=0}^{N_n(t)-1} Q_n(t)$ where $N_n(t)$ is the number of packets in user $n$’s queue.

At the start of every slot the scheduler has to find a feasible scheduling policy that maximizes the system performance with respect to the QoS requirements. Such a policy will pick a rate $r$ within the rate region $\mathcal{R}$. The requirements are expressed using utility functions. Such a function $u_n(r)$ quantifies the usefulness to user $n$ of receiving a service $r$. Data rates $r \in \mathcal{R}$ are then selected such that they maximize the sum of the utilities.

\[
\arg \max_{r \in \mathcal{R}} \sum_{n=1}^{N} u_n(r) \tag{7} \]

Ideally, $u_n(\cdot)$ is monotonically increasing, concave, and differentiable for all $n$.

A large family of scheduling algorithms is linear in $r$, i.e.

\[
u_n(r) = \omega_n r. \tag{8}\]

For example, the Max-Weight scheduler (MW) \cite{2} has $\omega_n(t) = Q_n(t)$. For the Max-Delay Utility (MDU) scheduler \cite{3}, the authors give $\omega_n(t) = \frac{[u_n'(\bar{W}^n)]}{\bar{\lambda}^n}$, where $u^m$ is the derivative of the utility function, $\bar{W}^n$ the average waiting time, and $\bar{\lambda}^n$ the average arrival rate. It is important to note that for these linear scheduling algorithms, efficient DSL physical layer resource allocation algorithms exist \cite{4}.

The QoS requirements are expressed as a delay upper bound $T^n$ with delay violation probability $\epsilon^n$: $P\{D^n > T^n\} \leq \epsilon^n$, where $D^n$ is the packet’s delay. If this delay exceeds the upper bound $T^n$, the packet is useless to the application. The considered performance metrics are delay violations and throughput.

### 3 Minimal Delay Violation Scheduler

In general, schedulers that take QoS into account aim to minimize the average delay. However, this metric offers a skewed view. Imagine twenty packets, alternating between a delay of 5ms and 55ms. This gives an average delay of 30ms per packet. If the delay requirements were 40ms, then 50% of the packets could be considered useless.

The Minimal Delay Violation (MDV) scheduler aims to minimize the delay violations, rather than the average delay. First it estimates the $\eta^{\text{th}}$-percentile delay $\hat{D}^n(t)$ for the coming slots, based on the queue and observed past delays. Then, depending on the proximity of $\hat{D}^n(t)$ to $\hat{T}^n$, a weight is defined for the user to reflect its importance. For example, if for a video $v$ the normalized delay $\frac{\hat{D}^n(t)}{T^n}$ is small, then $v$ is not important, as its delay requirements will probably not be violated, and hence it can have a lower rate assigned. If, on the other hand, $\frac{\hat{D}^n(t)}{T^n}$ approaches 1, then its weight should be much larger, to express it is approaching its delay upper bound.

This updated delay is then finally converted into a bit length $c^n$ which, when divided by $r^n(t+1)$, gives an approximation to the $\eta^{\text{th}}$-percentile of user $n$’s delay. It is this $c$ that is passed on to the physical layer to find the optimal rates $r$.

The Minimal Delay Violation (MDV) scheduler uses the utility function $u_n(r) = -\frac{c^n}{r}$, which is increasing, concave and differentiable on $[0, +\infty]$. At the start of every
slot, it minimizes the average of all users’ $\eta^n$-percentile of the delay:

$$\arg \max_{r \in \mathcal{R}} \sum_{n=1}^{N} \frac{c^n(t)}{r^n} = \arg \min_{r \in \mathcal{R}} \sum_{n=1}^{N} \frac{c^n(t)}{r^n}$$  \hspace{1cm} (9)$$

We now look how $c^n$ is constructed. Let’s call $\tilde{D}^n(t) = \alpha^n \tilde{q}^n(t) + (1 - \alpha^n)\tilde{d}^n(t)$, the weighted average of predicted and observed delays. Here $\alpha^n \in [0, 1]$ indicates the importance of the queue. A small value means that mainly past behavior, i.e. $\tilde{d}^n(t)$ which is the $\eta^n$-percentile of past delays, will influence the weight. This is useful for users that prefer a long-term average data rate, such as background jobs. A large $\alpha^n$ on the other hand will place more importance on the predicted delay $\tilde{q}^n(t)$. Here $\tilde{q}^n(t)$ is a measure for the queue and further explained below, and $\lambda^n(t) = \frac{1}{T} (\hat{\lambda}^n(t) + \sum_{s=t-2}^{l} r^n(s))$ is an estimate of the future $r^n(t+1)$, with $\hat{\lambda}^n(t)$ an average of the arrival rate. Streaming traffic benefits from this, as it can fluctuate heavily.

$\tilde{q}^n(t)$ is the $\eta^n$-percentile of the user’s cumulative queue size $\tilde{Q}^n_l(t)$, $l \in [0, N^n - 1]$ :

$$\tilde{Q}^n_l(t) = a^n r^n + \sum_{m=0}^{l-1} Q^m n + \sum_{m=l}^{l'} Q^m n$$

The first term accounts for the head-of-line delay. The second for the packets that will be sent in the interval $[t, t+1]$, for which we already know the rates. $l'$ is the number of packets that are transmitted in $[t, t+1]$. The final term accounts for the packets that depart in the slots $[t+1, \ldots]$ at a yet unknown rate. The delay of queued packet $l$ at a rate $r^n$ can now simply be calculated using $\tilde{Q}^n_l/r^n$.

The parameter $c$ can be expressed by $c^n = [\lambda^n \tilde{T}^n f^n(D^n)]^n$.

The weight function $f^n(\cdot)$ transforms its argument, the proximity to $\tilde{T}^n$, into a weight that reflects its importance with respect to the QoS requirements. The following functions have been defined

$$f_{\text{stream}}(d) = s(\gamma = 1.2, \mu = 0.5, \sigma = 0.08, \rho = 1, x = d)$$

$$f_{\text{be}}(d) = s(\gamma = 1.0, \mu = 1.0, \sigma = 0.80, \rho = 0, x = d)$$

with

$$s(\gamma, \mu, \sigma, \rho, x) = \begin{cases} S(x) & \text{if } x \leq 1 \\ S(1) + (x-1)\rho & \text{if } x > 1 \end{cases}$$

and the sigmoid

$$S(x) = \frac{\gamma}{1 + e^{-\frac{x-\mu}{\sigma}}}$$

They are depicted in Figure 2. These functions are tuned such that video and best-effort cooperate: if a video’s delay is low then it will spare best-effort channel capacity. However if the video’s delay is close to or over its delay upper bound, its weight will increase more quickly than best-effort’s, which causes video’s rate to increase at the cost of best-effort receiving less capacity.

4 Distributed Spectrum Balancing for Network Utility Maximization

Here, the NUM-DSB algorithm is delineated, which solves an instance of (7) for every slot $t$. NUM-DSB yields the optimal data rate $r^*$, as well as the corresponding power
allocation \( s^\ast \). The NUM problem is non-convex on account of the bit loading being a non-convex function of the power allocation (2). Inspired by the DSB algorithm for spectrum coordination [4], our solution strategy is to construct successive approximations of the rate region by defining an approximation for the bit loading that is a convex function of the power allocation. By iteratively constructing new approximations at the solution of the previous iteration, a local solution, i.e. a stationary point, of the original problem can be found.

In each iteration \( \ell \) of the NUM-DSB algorithm, a user \( n \) will construct its own convex inner approximation of the original rate region \( \mathcal{R} \). The approximation of \( \mathcal{R} \) depends on the current power allocation \( s^{(\ell)} \), and is denoted as \( \tilde{\mathcal{R}}(s^{(\ell)}) \). Let it be clear that, although this is not reflected in notation, the approximation \( \tilde{\mathcal{R}}(s^{(\ell)}) \) is specific to user \( n \). In order to construct \( \tilde{\mathcal{R}}(s^{(\ell)}) \), it is assumed that all other users do not change their power allocation, i.e. \( s^m = s^{m(\ell)} \), \( \forall m \neq n \). Furthermore, the bit loading of all other users \( m \) is approximated with a lower bound hyperplane, i.e.

\[
\tilde{b}^n(s^n; s^{(\ell)}) = b^n(s);
\tilde{b}^m(s^n; s^{(\ell)}) = b^m(s^{(\ell)}) + \beta^m(s^{(\ell)}) \circ \left( s^n - s^{n(\ell)} \right),
\]

where \( A \circ B \) denotes the Hadamard product of matrices \( A \) and \( B \), and with \( \beta^m_k(s^{(\ell)}) \) the directional derivative of \( b^m_k(\cdot) \) at \( s^{(\ell)} \) along the \( n \)th vector in the standard basis of \( \mathbb{R}^n \). We want to guarantee that the value of the approximate bit loading \( \tilde{b}^n_k \) remains non-negative. This can be ensured by adding a constraint on \( s^n \). Keeping in mind that \( \beta^m_k(s^{(\ell)}) < 0 \), the appropriate constraint is

\[
s^n_k \leq s^{n(\ell)}_k - \max_{m \neq n} \frac{b^m_k(s^{(\ell)})}{\beta^m_k(s^{(\ell)})}.
\]

The corresponding sets of all possible power loadings and resulting achievable approximate bit loadings are

\[
\tilde{S}^n(s^{(\ell)}) = \{ s^n \in S^n \mid s^n \leq \hat{s} \} \quad \tilde{B}(s^{(\ell)}) = \tilde{b}(\tilde{S}^n(s^{(\ell)}); s^{(\ell)}).
\]

Finally, the approximate rate region is defined as

\[
\tilde{\mathcal{R}}(s^{(\ell)}) = \left\{ r \in \mathbb{R}^n_+ \mid \exists r' \in \mathcal{R}(\tilde{B}(s^{(\ell)})) : r \leq r' \right\}.
\]

User \( n \) thus solves the following problem, and extracts the power allocation \( s^n \) that achieves the optimal \( r \).

\[
\arg \max_{r \in \tilde{\mathcal{R}}(\hat{s})} \sum_{n=1}^{N} u^n(r^n)
\]

The algorithm of choice to solve (15) is the Frank-Wolfe algorithm, which exhibits linear convergence [5] and requires no parameter tuning. This algorithm can be used as the utilities \( u^n(\cdot) \) are concave and continuously differentiable by assumption, and as the rate region \( \tilde{\mathcal{R}}(s^{(\ell)}) \) can be shown to be a compact convex set. The details of the optimization algorithm are however omitted for conciseness. Then, after problem (15) has been solved, a subsequent approximation is constructed by another user at the obtained power allocation. The solutions of these successive approximations can be shown to converge to a stationary point of (7).
5 Performance

5.1 Simulation setup

The simulation consists of two parts. The NUM-DSB algorithm which is run in Matlab. The simulation of the network and upper layer scheduling is run in the OMNeT++ framework. Every $\tau = 50\text{ms}$, OMNeT++ gathers $c$, and sends it to Matlab using the MATLAB Engine API for C. In the next slot, the rates $r$ are read from Matlab, and applied to the simulated channels.

The physical layer parameters are the following. The transfer function and noise are obtained from a 99% worst case model for the physical layer of a G.Fast system with $N = 2$ users, where the respective line lengths are 450m for $n = 1$, and 390m for $n = 2$. The twisted pair cables have a line diameter of 0.5mm, which corresponds to 24AWG.

For a G.Fast system, the available per-user total transmit power is $P^{\text{tot}} = 4\text{dBm}$, the symbol rate is $f_s = 4009\text{Hz}$, the number of tones is $K = 2047$, and the tone spacing is $\Delta_f = 51.75\text{kHz}$. The SNR gap is chosen to be $\Gamma = 12.6\text{dB}$, which corresponds to BER $= 10^{-7}$, a coding gain of 3dB, and a noise margin of 6dB. The rate region that corresponds to these physical layer parameter settings is depicted in Figure 1.

The performance of the network is evaluated for 12 different traffic scenarios. Every scenario is the equivalent of one hour simulated time. Each of the $N$ users is assigned exactly one traffic stream, the characteristics of which depend on the traffic scenario. A mix of three different kinds of traffic has been used. For video traffic, “Starwars” and “Alice in Wonderland” [6] and a 4k video entitled “The Beauty of Taiwan” are used. Each video’s packet lengths are multiplied by a constant such that the load would be closer to 1. For the second type of traffic, arrivals are determined by a Poisson process with fixed-length packets. The final traffic type kept the user’s queue backlogged at all times, saturating the line. The users send packets that are encapsulated in UDP datagrams. At arrival at the next hop, the delay statistics of unfragmented packets are tracked.

5.2 Results

The simulations have been executed for the MDV scheduler, as well as for the MDU and MW scheduler. Results are displayed in Figure 3. The left plot shows the percentage of packets that violate their delay requirements. On average, MW has 7.2% of delay violations, MDU 7.4% and MDV 5.6%. Both MDV and MDU have non-zero violations in four scenarios, while MW violates delays in nine scenarios. These violations for MDV and MDU occur for scenarios in which the 4k video was playing, a very bursty video. On three out of the four scenarios, MDV outperforms MDU. The right plot of Figure 3 shows the throughput in Mbps. The results show that on average the MDV scheduler has a higher throughput (122.8 Mbps) than both the MW and MDU scheduler (121 Mbps), with differences of up to 7 Mbps (compared to MDU).

6 Conclusion

The novel cross-layer MDV scheduler has been presented, which employs a utility function to communicate its rate requirements to the physical layer. An accompanying power allocation algorithm for the physical layer (NUM-DSB) has been developed. NUM-DSB displays exceedingly fast convergence, which in turn enables the efficient

“http://tempestvideos.skyfire.com/Sales_Optimization_Demo/beauty_taiwan_4k_final-ed.mp4"
Figure 3: Delay violations (left) and throughput results (right) for the MW, MDU, and MDV schedulers. The results are displayed for 12 different traffic setups (x-axis).

execution of computer simulations that evaluate the performance of the different schedulers. These simulations have shown that, when compared to the MW and MDU scheduler, the MDV scheduler displays a significant performance improvement.
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Abstract

This work demonstrates the performance of software defined radios (SDRs) when transmitting multi-sine signals, which are already shown to increase RF to DC power conversion efficiency (PCE) at the receiver in a wireless power transfer system (WPT) [1]. In a system for simultaneous wireless information and power transfer (SWIPT) where the generated waveforms are modulated, however, we expect the transmitter efficiency to also be of great importance. Our goal is to evaluate the impacts on information transfer when transmitting QAM or PSK modulated power optimized waveforms (POWs) with two different SDRs. QAM and PSK modulated multi-sine waveforms are generated at fixed power levels while varying the amount of tones and modulation size and type. Error vector magnitude (EVM) is used as figure of merit for transmitter efficiency. The performed measurements show that generally, EVM decreases with increasing amount of tones. However, a high order QAM modulation of a high tone multi-sine signal at high power levels will increase EVM. Our work also shows that transmitter efficiency should not be neglected in SWIPT systems.

1 Introduction

Simultaneous wireless information and power transfer (SWIPT) is gaining interest over the last years. Increasing the radio frequency (RF) to direct current (DC) power conversion efficiency (PCE) at the receiver becomes key in SWIPT. The transmitted signal waveform can be optimized to improve PCE. The typical non-linear behavior of the diode at the rectifier results in higher PCE when excited with high PAPR signals, called power-optimized waveforms (POWs). In Figure 1, the improvement of using POWs on PCE is shown. Multi-sine waveform is a popular POW since it’s PAPR can be easily controlled as explained in subsection 2.2 [2],[3].

In [4], a polynomial diode model is constructed to illustrate this phenomena. The even-order terms cause a self biasing mechanism meaning a higher time-invariant output level. It is further shown that for multi-sine POWs this DC mechanism is optimally exploited by choosing a multi-tone excitation without phase variation, resulting in a larger output DC voltage. It is later theoretically [5] and experimentally [6] shown that an upper limit on the amount of tones exists due to circuit mismatch because of increasing bandwidth and destruction of the biasing mechanism when exceeding the diode reverse breakdown voltage.

However, none of the research on SWIPT considers the impacts of different modulation schemes regarding signal distortion and received DC power. Also, WPT research generally focuses on the receiver efficiency, not taking into account the transmitter efficiency. High PAPR signals will be distorted at the transmitter because of non-linear components such as the power amplifier (PA). This paper investigates how the multi-sine signals with different modulations affect error vector magnitude (EVM) of the transmitter at various power levels. We consider different constellation sizes for PSK.
and QAM modulations. We also demonstrate the difference in performance between a more common SDR transmitter and a high-end transmitter instrument proving the relevance of knowing transmitter efficiency in SWIPT systems. In the next section the system set-up will be introduced. The parameters of multi-sine signals will be discussed and EVM will be explained. Next, the experimental results on EVM will be presented. Finally, conclusions will be made, we will discuss the trade-off between signal quality and optimal power transfer.

2 SWIPT System

2.1 Transmitter instruments

The multi-sine signals are generated by VST(NI PXIe-5645R) and USRP (NI-2952R). The former being a high-end instrument. We use the VST also as receiver, which is connected by cable to the transmitter instruments. The setup is presented in Figure 2.

In both configurations, the EVM of the generated signal is measured by the VST to exclude common non-linear contributions due to the non-ideal receiver. In each measurement, we keep fixed average power while varying constellation size and type and the amount of tones. The carrier frequency is 2.45 GHz and the symbol rate is 50 kHz.
2.2 Multi-sine signals

In this SWIPT system we consider multi-sine signals. The amount of tones and the frequency spacing are the most important parameters of the multi-sine waveform. As depicted in Figure 3, the considered upconverted multi-sine waveform in our work consist of $N_i$ tones, in phase and equally spaced by $\Delta f$. The bandwidth (BW) is only dependant on the amount of tones and the frequency spacing:

$$BW_{rf} = N_i \times \Delta f.$$  \hspace{1cm} (1)

In time domain, the period between peaks ($T_{rf}$) is determined by:

$$T_{rf} = \frac{1}{\Delta f}.$$ \hspace{1cm} (2)

The PAPR increases linearly with increasing amount of tones. More energy will be located at high amplitude levels for fixed average power with increasing amount of tones. Having more energy above the forward voltage drop of a rectifier gives an intuitive explanation for the increasing PCE in WPT applications when using POWs with high PAPR. To convert the infinitely long multi-sine waveform into a symbol of limited duration we choose a segment of 1 RF period. This segment is taken symmetrically around one of the high peaks. By limiting the design to only even amount of tones, the symbol will end and start in a zero crossing. These zero crossings are useful for trailing multiple symbols, avoiding sharp transitions in the baseband symbol train. It is clear from (2) that the symbol rate is determined by the frequency spacing.

![Figure 3: Frequency and time domain representation of a 5-tone multi-sine waveform.](image)

For fixed frequency spacing and increasing amount of tones, the minimum sampling rate also increases as the bandwidth increases. We sample each symbol 8, 16, 32 or 40 times for respectively a 2-, 4-, 8- or 10-tone multi-sine waveform, satisfying the Nyquist theorem for band-limited signals.

As shown in Figure 5, the PAPR of PSK is constant for all orders but for QAM it increases.
2.3 Error vector magnitude

EVM is our figure of merit for evaluating the quality of modulated multi-sine signals. It is defined as the RMS power value of the distance between the expected symbol and the received symbol on the constellation diagram over a collection of symbols. This is shown in Figure 4 where "O" and "X" are respectively the expected and received symbols and the decision boundaries are shown in dotted lines. EVM expressed in percentage is calculated using:

\[
EVM(\%) = \sqrt{\frac{P_{\text{error,rms}}}{P_{\text{normalisation}}}} \times 100 \%,
\]

where \( P_{\text{error,rms}} \) is the average power of the difference between the received and expected symbol, \( S \) the complex amplitudes of the received or reference symbols and \( P_{\text{normalisation}} \) is the average symbol power, which is motivated in the next section. For correct EVM measurements, the transmitted symbols should be uniformly distributed over the collection of constellation points [7]. The received symbols will be spread out in a cloud around the sent reference symbol point due to different types of noise such as channel noise and transmitter distortion noise. In practice, the closest constellation point to the received symbol is considered as the expected symbol. In a real system, the receiver has no prior information about the sent bitstream. Errors in EVM measurements with non-data-aided receivers occur when the received symbol crosses a decision boundary on the constellation diagram. Thus, a wrong point becomes the reference and the error distance will be underestimated. This effect has more impact for low power levels and high modulation orders [8]. Next to estimating the expected symbols it is common to normalize EVM to the symbol with maximum received power instead of the average power. \( P_{\text{normalisation}} \) in (3) is then taken to be \( P_{\text{symbol,max}} \). We do not use this approach as it will give unfair results when comparing waveforms with different modulations and PAPR as explained next.

To put EVM results in perspective, Figure 5 shows the theoretical EVM variation for increasing constellation size where all received symbols are located on decision boundaries closest to the reference symbols. It is clear that for increasing modulation orders, there is less noise margin for PSK symbols compared to QAM. In addition, for PSK and a given amount of tones, EVM does not depend on the normalization (i.e., to the average symbol power or maximum symbol power). Contrary to PSK, QAM symbols may have different powers and normalizing to the symbol with maxim power will give incomparable results for different modulation orders and types. When varying the amount of tones and estimating EVM by normalizing to the maxim received power
level, distortion for waveforms with high amount of tones will also be underestimated due to increasing PAPR.

3 Experimental results

We measure EVM for different system parameters in the setup explained in subsection 2.1. A 2, 4, 8 and 10-tone multi-sine signal is modulated with different orders of QAM or PSK and transmitted by VST or USRP at various fixed power levels. For VST and USRP transmission and QAM and PSK modulation, EVM decreases with increasing amount of tones as shown in Figure 6. Only for high power levels, EVM increases for both increasing QAM modulation size and increasing amount of tones. This is because the signals high PAPR resulting in more non-linear distortion at the transmitter’s PA at high power levels. For QAM, a higher modulation order will result in a higher PAPR. Contrary to QAM, all PSK symbols have the same average power thus the EVM increase at high powers is absent as shown in Figure 7.

From Figure 6 it is observed that the VST outperforms the USRP by EVM of 4% at low amount of tones and 1% at high amount of tones. The distance between two PSK symbols is much smaller than for QAM. Hence the sensitivity for distortion is much higher comparing to PSK for high constellation size. This is proven by calculating the EVM of symbols on the decision boundary as shown in Figure 5. It is clear that for PSK, EVM has to be lower for the same error rate. This is why EVM increases for high order PSK modulation as shown in Figure 7. When looking at the EVM measurements for different orders of QAM modulation, the distortion at high power level is less for 32-QAM and 128-QAM. Because these modulation schemes are not square, PAPR is smaller as shown in Figure 5 and hence less distortion occurs than expected from the trend based on 16-QAM, 64-QAM and 256-QAM.
Figure 6: EVM results for 16-QAM and 16-PSK modulation of multi-sine waveform, generated by VST or USRP.

Figure 7: EVM for different orders of QAM and PSK modulation of 8-tone multi-sine waveform, transmitted with VST.

The non-linear effects at the receiver can be excluded when comparing VST and USRP transmission. Though, it would be expected that increased EVM due to the contribution of distortion at the receiver is more likely for high number of tones. Hence, the conclusions from earlier about the decrease in EVM when using higher amount of tones are still valid for each transmitter instrument. When the receiver effects on EVM are included, matched-filtering at the receiver would further increase EVM.

As mentioned, the frequency spacing in these measurements is kept constant for all configurations. This results in a much wider bandwidth for a waveform with more
tones. Figure 8 shows EVM behaviour for 16-QAM modulated 2- and 8-tone multi-
sine signals, generated with VST. From this, we conclude that the EVM decrease in
Figure 6 for higher amount of tones is not due to the increasing bandwidth.

4 Conclusion

The contribution of our work is three-fold. Firstly, we show that quality-wise, VST
is better at transmitting multi-sine signals resulting in an EVM decrease of 1 % to
4 % compared to USRP transmission for respectively 10 to 2 tone signals. Secondly,
we show that generally for increasing amount of tones, EVM decreases. Only for high
power and QAM modulation size, EVM will increase again for increasing amount of
tones due to the signals high PAPR. Thirdly, we show that at high power levels the
transmitter circuits introduce more distortion when increasing the modulation order.
For QAM, the signals PAPR increases with the modulation order resulting in more
distortion and increasing EVM. For PSK, a higher order results in closer symbols and
hence higher sensitivity to distortion, also resulting in increasing EVM.
As mentioned, for WPT the general conclusion is that multi-sine signals with high
PAPR increase PCE. We have now showed that modulating these signals with QAM
or PSK for information transfer has an impact on the EVM of the transmitter. High
PAPR signals will improve power transfer but diminish the information link quality.
For PSK all symbols have the same power level resulting in less DC output ripple.
However, PSK can not be used for very high data rates due to the smaller noise
margin. QAM typically has a larger noise margin but the symbols’ power level vary
so there will be a larger DC output ripple. The extra PAPR from QAM modulation
itself will also introduce more distortion.
It is clear from our measurements that the efficiency of a common transmitter like
the USRP varies significantly for different modulated multi-sine signals, proving that
transmitter efficiency should be taken into account when researching SWIPT systems.
References


Joint Multi-objective Transmit Precoding and Receiver Time Switching Design for MISO SWIPT Systems

Nafiseh Janatian  Ivan Stupia  Luc Vandendorpe
Institute of Information and Communication Technologies, Electronics and Applied Mathematics, Université catholique de Louvain,
Place du Levant 2, B-1348 Louvain-la-Neuve, Belgium
nafiseh.janatian@uclouvain.be

Abstract

In this paper, we consider a time-switching (TS) co-located simultaneous wireless information and power transfer (SWIPT) system consisting of multiple multi-antenna access points which serve multiple single antenna users. In this scenario, we design jointly the optimal transmit precoding covariance matrix and the TS ratio for each receiver to maximize the utility vector made of the achieved data rates and the energy harvested of all users simultaneously. This is a non-convex multi-objective optimization problem which has been transformed into an equivalent non-convex semidefinite programming and solved using local optimization method of sequential convex programming. Numerical results illustrate the trade-off between energy harvested and information data rate objectives and show the effect of optimizing the precoding strategy and TS ratio on this trade-off.

1 Introduction

Simultaneous wireless information and power transfer (SWIPT) is a recently developed technique in which information carrying signals are also used for transferring the energy. SWIPT is a promising solution to increase the lifetime of wireless nodes and hence alleviate the energy bottleneck of energy constrained wireless networks. It is predicted that SWIPT will become an indispensable building block for many commercial and industry wireless systems in the future, including the upcoming internet of things (IoT) systems, wireless sensor networks and small cell networks [1]. The ideal SWIPT receiver architecture assumes that energy can be extracted from the same signal as that used for information decoding [2]. However, the current circuit designs are not yet able to implement this extraction, since the energy carried by the RF signal is lost during the information decoding process. As a result, a considerable effort has been devoted to the study of different practical SWIPT receiver architectures, namely, the parallel receiver architecture and the co-located receiver architecture [3]. A parallel receiver architecture equips the energy harvester and the information receiver with independent antennas for energy harvesting (EH) and information decoding (ID). In a co-located receiver architecture, the energy harvester and the information receiver share the same antennas. Two common methods to design such kind of receivers are time-switching (TS) and power-splitting (PS). In TS, the receiver switches in time between EH and ID, while in PS the receiver splits the received signal into two streams of different power for EH and ID.

SWIPT has to be realized by properly allocating the available resources and sharing them among both information transfer and energy transfer. Designing TS/PS SWIPT receivers in a point-to-point wireless environment to achieve various trade-offs between...
wireless information transfer and energy harvesting is considered in [4]. In multiuser environments, researches on SWIPT focus on the power and subcarrier allocation among different users such that some criteria (throughput, harvested power, fairness, etc.) are met. For the multiuser downlink channel, various policies have been proposed for single input-single output (SISO) and multi input-single output (MISO) configurations. Resource allocation algorithm design aiming at the maximization of data transmission energy efficiency in a SISO PS SWIPT multi-user system is considered in [5] with an orthogonal frequency division multiple access (OFDMA). A MISO configuration offers the additional degree of freedom of beamforming vector optimization at the transmitter. In [6], a joint beamforming and PS ratio allocation scheme was designed to minimize the power cost under the constraints of throughput and harvested energy. The problem of joint power control and time switching in MISO SWIPT systems by considering the long-term power consumption and heterogeneous QoS requirements for different types of traffics is also studied in [7]. A MIMO interference channel with two transmitter-receiver pairs is studied in [8]. The SWIPT beamforming design for multiple cells with coordinated multipoint approach (CoMP) is also addressed in [9]. Literature overview in SWIPT shows that most of SWIPT works have considered single objective optimization (SOO) framework to formulate the problem of resource allocation or beamforming optimization. Popular objectives are classical performance metrics such as (weighted) sum rate/throughput (to be maximized), or transmit power (to be minimized), or sum of energy harvested (to be maximized). In SOO one of these objectives is selected as the sole objective while the others are considered as constraints. This approach assumes that one of the objectives is of dominating importance and also it requires prior knowledge about the accepted values of the constraints related to the other objectives. Therefore, the fundamental approach used in this paper is the multi-objective optimization (MOO) which investigates the optimization of the vector of objectives, for nontrivial situations where there is a competition between objectives. This approach has been proposed lately for wireless information systems and is only considered for a parallel SWIPT system in [10] very recently. The system considered in [10] consists of a multi-antenna transmitter, a single-antenna information receiver, and multiple energy harvesting receivers equipped with multiple antennas. In this scenario, the trade-off between the maximization of the energy efficiency of information transmission and the maximization of the wireless power transfer efficiency is studied by means of resource allocation using an MOO framework.

In this paper, we consider a TS co-located SWIPT system consisting of multiple multi-antenna access points which serve multiple single antenna users with wireless information and power transfer. In the considered SWIPT system, we design the optimal transmit precoding covariance matrix and the time switching ratio of each receiver jointly to maximize the utility vector including the achieved information data rates and harvested energies of all users simultaneously. Since an MOO problem cannot be solved in a globally optimal way, the Pareto optimality of the resource allocation will be adopted as optimality criterion. Pareto optimality is a state of allocating the resources in which none of the objectives can be improved without degrading the other objectives [11].

The rest of this paper is organized as follows. Section II describes the system model and problem formulation. Joint multi-objective design of spatial precoding and receiver time switching is studied in section III. In Section IV, we present numerical results and finally the paper is concluded in Section V.

2 System Model and Problem Formulation

We consider a multiuser MISO downlink system for SWIPT over one single frequency band. The system consists of $N_{AP}$ access points (APs) which are equipped with $N_{Aj}, j = 1, .., N_{AP}$ antennas and serve $N_{UE}$ single antenna user equipments (UEs).
Each user is assumed to be served by multiple transmitters but the information symbols will be coded and emitted independently. Therefore, the received signal in the $i$th UE can be modelled as:

$$y_i = \sum_{j=1}^{N_{AP}} h_{ij}^H \sum_{l=1}^{N_{UE}} x_{lj} + n_i,$$

(1)

where $i = 1, ..., N_{UE}$, $j = 1, ..., N_{AP}$, and $x_{lj} \in \mathbb{C}^{N_{Aj} \times 1}$ is the transmitted symbol from the $j$th AP to the $l$th UE which originates from independent Gaussian codebooks, $x_{lj} \sim \mathcal{CN}(0, X_{lj})$ and $X_{lj} \in \mathbb{C}^{N_{Aj} \times N_{Aj}}$ denotes the transmit covariance matrix. We assume quasi-static flat fading channel for all UEs and denote by $h_{ij} \in \mathbb{C}^{N_{Aj} \times 1}$ the complex channel vector from the $j$th AP to the $i$th UE. Also $n_i \sim \mathcal{CN}(0, \sigma^2_i)$ is the circularly symmetric complex Gaussian receiver noise. The UEs are assumed to be capable of information decoding and also energy harvesting using time switching scheme. In particular, each reception time frame is divided into two orthogonal time slots, one for ID and the other for EH. According to (1), the achievable data rate $R_i$ (bits/sec/Hz) and the harvested energy $E_i$ (assuming normalized energy unit of Joule/sec), for the $i$th UE can be found from the following equations:

$$R_i = \log_2(1 + \frac{\sum_{j=1}^{N_{AP}} \text{trace}(H_{ij} X_{ij})}{\sigma^2_i + \sum_{j=1}^{N_{AP}} \sum_{l=1, l \neq i}^{N_{UE}} \text{trace}(H_{ij} X_{lj})}),$$

(2)

$$E_i = \sum_{j=1}^{N_{AP}} \sum_{l=1}^{N_{UE}} \text{trace}(H_{ij} X_{lj}),$$

(3)

where $H_{ij} = h_{ij} h_{ij}^H$. Our goal is to find the optimal transmit strategy and time switching rates to maximize the performance of all users simultaneously. Each user has its own utility vector to be optimized. Since the information data rate and harvested energy are both desirable for each user, we define the utility vector of the $i$th UE by $u_i(X_{lj}, \alpha_i) = [\alpha_i R_i(X_{lj}), (1 - \alpha_i) E_i(X_{lj})]$ in which $\alpha_i$ is the fraction of timese devoted to ID in the $i$th receiver. As it is inferred from equations (2) and (3), these two objectives are in trade-off, because while the interference links decrease the information decoding rate, they are useful for energy harvesting. Our optimization objective is therefore to maximize the utility vector of $u(X_{lj}, \alpha_i) = [u_1(X_{lj}, \alpha_1), u_2(X_{lj}, \alpha_2), ..., u_{N_{UE}}(X_{lj}, \alpha_{N_{UE}})]$ jointly via the multi-objective problem formulation. This problem can be formulated
as:

\[
\text{Maximize } \quad \mathbf{u}(\mathbf{X}_{ij}, \alpha_i)
\]

subject to

\[
\begin{align*}
(1) & \quad \sum_{l=1}^{N_{UE}} E(x_{lj}^H x_{lj}) = \sum_{l=1}^{N_{UE}} \text{trace}(\mathbf{X}_{lj}) \leq P_{j}^{\text{max}} \\
(2) & \quad \mathbf{X}_{lj} \succeq 0 \\
(3) & \quad \alpha_i \in [0, 1],
\end{align*}
\]

where \(l, i = 1, \ldots, N_{UE}, j = 1, \ldots, N_{AP}\) and the first constraint denotes the average power constraint for each AP across all transmitting antennas. In the following, we convert this problem into a SOO problem using scalarization method and then we propose an algorithm to solve this problem.

3 Joint transmit precoding and receiver time switching design

To solve the MOO problem (4), we use the weighted Chebyshev method \([12]\) which provides complete Pareto optimal set by varying predefined preference parameters. The weighted Chebyshev goal function is:

\[
f_{\text{ch}}(.) = \min_{1 \leq i \leq N_{UE}, m=1,2} \frac{u_{im}}{v_{1m}}. \tag{5}
\]

where \(u_{im}\) denotes the \(m\)th element of \(\mathbf{u}_i(\mathbf{X}_{ij}, \alpha_i)\) and \(v_1, v_2, \ldots, v_{N_{UE}}, v_{N_{UE}}^2\) are positive weights that specify the priority of each objective. If we write the problem in epigraph form \([13]\), this scalarization is equivalent to the following problem:

\[
\begin{align*}
\text{Maximize } & \quad \lambda \\
\text{subject to } & \quad (1) \quad \alpha_i R_i(\mathbf{X}_{ij}) \geq \lambda v_1^1 \\
& \quad (2) \quad (1 - \alpha_i) E_i(\mathbf{X}_{ij}) \geq \lambda v_1^2 \\
& \quad (3) \quad \sum_{l=1}^{N_{UE}} \text{trace}(\mathbf{X}_{lj}) \leq P_{j}^{\text{max}} \\
& \quad (4) \quad \mathbf{X}_{ij} \succeq 0 \\
& \quad (5) \quad \alpha_i \in [0, 1].
\end{align*}
\]

This problem is a non-convex semidefinite programming (SDP) due to not only the coupled TS ratios and \(R_i, E_i\) in the first and second constraints but also the definition of \(R_i\) as presented in (2). However, using the monotonicity and concavity properties of logarithm function, and introducing the new variables \(\hat{\lambda} = \log(\lambda), R_i, E_i, I_i\) and \(\beta_i\), problem (6) can be represented as:
Maximize

\[ X_{lj}, \alpha_i, \beta_i, R_i, E_i, I_i, \hat{\lambda} \]

subject to

(C1) \( \log(\alpha_i) + \log(R_i) \geq \hat{\lambda} + \log(v_1^i) \)

(C2) \( \log(\beta_i) + \log(E_i) \geq \hat{\lambda} + \log(v_2^i) \)

(C3) \( E_i = \sum_{j=1}^{N_{AP}} \sum_{l=1}^{N_{UE}} \text{trace}(H_{ij}X_{lj}) \)

(C4) \( I_i = \sum_{j=1}^{N_{AP}} \sum_{l=1, l \neq i}^{N_{UE}} \text{trace}(H_{ij}X_{lj}) \)  

(C5) \( R_i = \log(\sigma_i^2 + E_i) - \log(\sigma_i^2 + I_i) \)

(C6) \( \sum_{l=1}^{N_{UE}} \text{trace}(X_{lj}) \leq P_{max} \)

(C7) \( X_{lj} \succeq 0 \)

(C8) \( \alpha_i + \beta_i = 1 \)

(C9) \( \alpha_i \in [0, 1], \beta_i \in [0, 1], \)

where (C5) is directly obtained from substituting the definition of \( E_i \) and \( I_i \) in the definition of \( R_i \) given by equation (2). This problem is a non-convex SDP because of the nonlinear equality in (C5). This problem can be solved using local optimization method of sequential convex programming (SCP). In particular, the main difficulty of problem (P) is concentrated in the nonlinear equality of (C5). This issue can be overcome by linearizing (C5) around the current iteration point and maintaining the remaining convexity of the original problem. To this end we use the first order Taylor expansion to write the linearized version of (C5) as follows:

\[ R^L_i = R_i(E_0^i, I_0^i) + \nabla^T R_i(E_0^i, I_0^i)[E_i - E_0^i, I_i - I_0^i] = \]

\[ \log\left(\frac{\sigma_i^2 + E_0^i}{\sigma_i^2 + I_0^i}\right) + \]

\[ \frac{1}{\sigma_i^2 + E_0^i}(E_i - E_0^i) - \frac{1}{\sigma_i^2 + I_0^i}(I_i - I_0^i), \]

where \( E_0^i \) and \( I_0^i \) are the points around which the equation is linearized. Now we can replace problem (P) in the kth step by the following subproblem:

Maximize

\[ X_{lj}, \alpha_i, \beta_i, R_i, E_i, I_i, \hat{\lambda} \]

subject to

(C1)-(C4)

(C6)-(C9)

\[ R_i \simeq \log\left(\frac{\sigma_i^2 + E_k^i}{\sigma_i^2 + I_k^i}\right) + \]

\[ \frac{1}{\sigma_i^2 + E_k^i}(E_i - E_k^i) - \]

\[ \frac{1}{\sigma_i^2 + I_k^i}(I_i - I_k^i). \]

\[(P_k)\]
Algorithm 1 SCP Algorithm

1: **Step 0:** Choose an initial point \( w_0^i = [E_0^i, I_0^i] \) inside the convex set defined by \((C1)-(C4), (C6)-(C9)\), \( \gamma \in \mathbb{R} \) and a given tolerance \( \epsilon > 0 \). Set \( k := 0 \).

2: **Step 1:** For a given \( w^k_i \), solve the convex SDP of \((P_k)\) to obtain the solution \( \hat{w}_i(w^k_i) = [E_i(\hat{E}_k^i), I_i(\hat{I}_k^i)] \).

3: **Step 2:** If \( \| \hat{w}_i(w^k_i) - w^k_i \| \leq \epsilon \) then stop. Otherwise set \( w^k_i = w^k_i + \gamma(\hat{w}_i(w^k_i) - w^k_i) \).

4: **Step 3:** increase \( k \) by 1 and go back to step 1.

This problem is a convex SDP and it can be solved by standard optimization techniques such as Interior-point Method. In this paper, we have used CVX package to solve \((P_k)\). The linearization point is updated with each iteration until it satisfies the termination criterion as described in Algorithm 1. It can be shown that if Algorithm 1 terminates after some iterations then \( w^k_i = [E_i^k, I_i^k] \), \( i = 1, ..., N_{UE} \) is a stationary point of problem \((P)\). The local convergence of Algorithm 1 to a KKT point is proven in [14], under mild assumptions, and the rate of convergence is shown to be linear.

4 Numerical Results

In this section, we present numerical results to demonstrate the performance of the proposed multi-objective precoding and time switching algorithm in MISO SWIPT systems. The system is set up as follows. There are \( N_{AP} = 2 \) APs equipped with \( N_{A1} = N_{A2} = 2 \) antennas and \( N_{UE} = 2 \) single antenna user equipments. Denoting the distance of the \( i \)th user from the \( j \)th AP by \( d_{ij} \), we assume a scenario with \( d_{ij} = 10 \) m \( i = 1, ..., N_{UE}, j = 1, ..., N_{AP} \). At this location, channel gains are generated with Rayleigh fading and path loss effect with path loss exponent of 2. Channel bandwidth is set to 200 KHz and the spectral noise density is assumed to be \( N_0 = -100 \text{dBm/Hz} \). We have set the power constraints to be \( P_{j}^{max} = 1 \text{ watt} \) \( j = 1, 2 \). Also 100 realizations of the channel are used for averaging in simulations.

First, we investigate the trade-off between harvested energy and information data rate for the first user assuming fixed performance requirements of \( E_2 = 2 \text{ mW} \) and \( R_2 = 0.5, 2.5 \text{ bits/sec/Hz} \) for the second user. Fig. (2) shows the Pareto frontier of the TS SWIPT system generated by the proposed algorithm for different directions. In other words, for each weight preference of \( v_1^1 \) and \( v_2^2 \), we find the optimal transmit covariance matrices and the optimal TS parameter, \( \alpha_1 \), using Algorithm 1. It can be observed that the harvested energy \( (1-\alpha_1)E_1 \) is monotonically decreasing function with respect to the achievable data rate \( \alpha_1 R_1 \). This result shows that these two objectives are generally conflicting and any resource allocation algorithm that maximizes the harvested energy cannot maximize the data rate. Also as it can be seen, increasing the data rate requirement of the second user \( (R_2) \) decreases the trade-off region of the first user as a result of higher interference level. Pareto frontier of the impractical ideal SWIPT, in which EH and ID are performed simultaneously is also shown in this figure as an upper bound.

We also plot the trade-off region for two scenarios of TS1 and TS2, in which the transmit precoding matrix is optimized to maximize the harvested energy data rate and to maximize the data rate, respectively. The results in comparison with the results of the optimal MOO TS and the ideal SWIPT are depicted in Fig. (3) for \( E_2 = 2 \text{ mW} \) and \( R_2 = 0.5, 5 \text{ bits/sec/Hz} \). As expected, it can be seen that the maximum harvested energy and the maximum data rate of TS1 and TS2 scenarios are equal to the two boundary points of the ideal SWIPT Pareto frontier, denoted by \((R_1^1, E_1^1)\) and \((R_2^1, E_2^1)\). Analytically, the Pareto frontier of TS1 and TS2 are the straight lines connecting the
two points \((R_1^1/R_2^1, 0)\) and \((0, E_1^1/E_2^1)\) by sweeping \(\alpha_1\) from 0 to 1. Simulation results in Fig. (3) verify this fact as well. As can be seen, Pareto frontier of the optimal TS reaches these two straight lines in its two boundaries. Moreover, comparing the results for \(R_2 = 0.5\) and \(R_2 = 5\) bits/sec/Hz, it can be inferred that in higher \(R_2\), Pareto frontier of optimal TS approaches the Pareto frontier of TS2 in higher data rates. In other words, in a fixed data rate, more energy can be harvested using optimal TS method, since it benefits from the interference for energy harvesting.

To show the effect of TS ratio, we have also plotted the Pareto frontier of the optimal TS for \(E_2 = 2\) mW, \(R_2 = 5\) bits/sec/Hz and fixed values of \(\alpha_1 = 0.1, 0.3, 0.5, 0.7, 0.9\) in Fig. (4). As can be seen, the lower the \(\alpha_1\)s, the higher the \(E_{1\max}\) and the lower the \(R_{1\max}\), while the optimal TS leverages the best possible \(E_{1\max}\) and \(R_{1\max}\) by optimizing the \(\alpha_1\) jointly with the precoding strategy.

5 Conclusion

In this paper, we studied the joint transmit precoding and receiver time switching design for MISO SWIPT systems. The design problem was formulated as a non-convex MOO problem with the goal of maximizing the harvested energy and information data rates for all users simultaneously. The proposed MOO problem was scalarized employing the weighted Chebyshev method. This problem is a non-convex semidefinite problem which is solved using sequence convex programming. The trade-off between energy harvested and information data rate and the effect of optimizing the precoding strategy and TS ratio on this trade-off was shown by means of numerical results.
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Abstract
Passive coherent location (PCL) radars employ non-cooperative transmitters for target detection. The cross-correlation (CC) detector, as an approximation of the optimum detector, is widely applied in PCL radars: it cross-correlates the reference signal and the surveillance signal. The CC detector is sensitive to signal-to-noise ratio (SNR) in the reference signal and thus a pre-processing of the reference signal is required. DVB-T based PCL radars can benefit from the possibility of reference signal reconstruction for SNR enhancement. The reconstruction process requires an SNR level that allows accurate signal demodulation. Hence, for low SNR values, signal reconstruction performance is limited. In this paper, we present a new approach that employs the subcarrier pilot signal for CC detection in DVB-T based PCL radars. We demonstrate the effectiveness of replacing the noisy reference signal with the a locally generated subcarrier pilot signal for CC detection.

1 Introduction
Passive coherent location (PCL) radars exploit radiations from illuminators of opportunity (IO), non-cooperative transmitter, to detect and track targets in an area of interest. The essential advantages of PCL radars are low cost, interception immunity, ease of deployment, and stealth aircraft detection capability [1, 2]. Several commercial transmitters for communication and broadcasting have been used as IO. For example, FM radio broadcast [3], satellite illumination [4], digital audio and video broadcast (DAB and DVB-T) [5] and Global System for Mobile communications (GSM) base stations [6, 7]. The architecture of PCL radars in the bistatic configuration consists of two receiving channels: a reference channel (RC) and a surveillance channel (SC). The RC captures the direct-path signal from the IO and the SC receives the target echoes.

The majority of existing PCL systems employs a cross-correlation (CC) detector. The CC detection approach is an approximation of the matched filter (MF) where a copy of the transmitted waveform is cross-correlated with the received echo to perform target detection. The exact transmitted waveform employed in MF is inaccessible in PCL radars since the IO is non-cooperative. PCL systems replace the exact waveform used in MF with the reference signal (received through RC). The reference signal is often corrupted by noise and interferences which decreases the coherent integration gain and thus degrades the CC detection performance [8].
PCL systems that exploit the DVB-T broadcasters can benefit from an enhancement of the signal-to-noise ratio (SNR) of the reference signal by demodulating and reconstructing the transmitted data. However, the reference signal reconstruction strategy is limited since it requires an SNR that allows accurate demodulation of the received signal [9, 10].

DVB-T broadcasters have attracted the interest of PCL researchers for their relatively wide bandwidth (8 MHz) allowing good range resolution. In addition, as a digital waveform its spectrum is independent of the signal content. Furthermore, the high radiated power of the DVB-T transmitters permits a considerable detection range. The DVB-T signal consists of two components: a stochastic component that results from the transmitted data randomness and a deterministic one due to the pilot subcarriers.

In this work, we consider a DVB-T based PCL radar and we introduce a new detection strategy. Precisely, we investigate the use of pilot carriers signal for detection as an alternative to the noisy reference signal. In order to do so, we adopt the statistical model developed in [8] and prove that using a locally generated pilot subcarrier signal outperforms employing the noisy reference signal for CC detection.

This paper is organized as follows. Section 2 reviews the DVB-T signal structure and introduces the average power ratio between the stochastic component and the deterministic one. Section 3 introduces the proposed detection strategy and provides the received signals model. In section 4, we derive closed-form expressions for false alarm and detection probabilities. In section 5, the simulation results validate the derived closed-form expression and show that the proposed detection strategy outperforms the use of the full noisy reference signal. Section 6 concludes the paper.

2 DVB-T signal overview

The DVB-T standard adopts the orthogonal frequency division multiplexing (OFDM) encoding method: a large number -\( K \)- of equally-spaced orthogonal subcarriers is employed to carry data (\( K = 1705 \) for 2\( K \)-mode \( K = 6816 \) for 8\( K \)-mode). The DVB-T signal is organized into symbols, a set of \( L = 68 \) symbols constructs a frame and a set of four frames composes one super-frame. The DVB-T symbols enclose three types of subcarriers: data subcarriers, transport parameter signalling (TPS) subcarriers and pilot subcarriers. There are two types of pilots: continual pilots (transmitted at known fixed frequencies) and scattered pilots (distributed following a periodic rule) [11]. Pilot subcarriers are transmitted at boosted power compared to data and TPS subcarriers. Figure 1 shows the DVB-T frame structure and emphasizes the patterns of pilot subcarriers.

The DVB-T standard employs a QAM modulation (16-QAM or 64-QAM) where the \( k^{th} \) QAM-symbol of value \( C_k \) is carried by one subcarrier of frequency \( f_k \). The DVB-T signal \( s \) is the result of the summation over \( K \) subcarriers:

\[
s(n) = \sum_{k=K_{\text{min}}}^{K_{\text{max}}} C_k e^{-j2\pi f_k n},
\]

where \( K_{\text{min}} = 0 \) and \( K_{\text{max}} = 1704 \) for 2\( K \)-mode or \( K_{\text{max}} = 6815 \) for 8\( K \)-mode.
The pilots are transmitted with a boosted power: an amplitude of \( C_k = \pm 4/3 \), thus, an average power of \( E_p = 16/9 \). The amplitudes of modulated data-symbols and TPS are normalized to achieve an average power of \( E_d = 1 \). The DVB-T signal samples \( s(n) \) follow a normal distribution [12] and it can be considered as the sum of two signals \( d(n) \) resulting from data subcarriers and \( p(n) \) emerging from the pilot subcarriers signal:

\[
s(n) = d(n) + p(n).\quad (2)
\]

The data signal \( d(n) \) is the sum of independent uniformly distributed QAM symbols carried by orthogonal subcarriers. Thus, the central limit theorem (CLT) leads to consider that \( d(n) \) follows a normal distribution, i.e., \( d(n) \sim \mathcal{CN}(0, \sigma_d^2) \). The amplitudes of pilot subcarriers \( (C_k = \pm 4/3) \) are generated by a Pseudo Random Binary Sequence (PRBS) generator. Hence, we consider, applying CLT, that the samples \( p(n) \) follow a normal distribution, i.e., \( p(n) \sim \mathcal{CN}(0, \sigma_p^2) \). Since \( d(n) \) and \( p(n) \) are statistically independent, we can write the variance of \( s(n) \) as follows

\[
\sigma_s^2 = \sigma_d^2 + \sigma_p^2.\quad (3)
\]

The power ratio between the data signal and pilot signal can be calculated as follows

\[
\rho = \sigma_d^2/\sigma_p^2 = (N_d E_d)/(N_p E_p),\quad (4)
\]

where \( N_d \) and \( N_p \) are the number of data subcarriers and the number of pilots in one DVB-T symbol, respectively.

### 3 Detection strategy and signal model

In this paper, we propose a new detection approach for DVB-T based passive radars. The proposed approach takes advantage of the DVB-T signal structure that includes a deterministic part formed with pilot subcarriers. Pilot subcarrier signal can be generated knowing the broadcaster parameters such as k-mode and cyclic prefix length. Figure 2 presents the proposed approach for CC detection in noisy reference signal scenario. The received reference signal is exploited for the synchronization of the locally generated pilot subcarrier signal. The pilot signal is generated following the DVB-T standard and with blanking data and TPS subcarriers. The synchronized pilot signal replaces the noisy reference signal for CC detection.
The RC collects the reference signal formed with the direct-path signal and corrupted by noise. We note $x_r$ the received reference signal and we consider the model in [8]:

$$x_r(n) = \beta s(n) + v(n),$$

where $s(n)$ is the DVB-T signal transmitted by the broadcaster, $\beta$ is a scaling parameter representing the propagation losses, and $v(n)$ is i.i.d. circular complex Gaussian noise with zero mean and variance $\sigma_v^2$. We define the signal-to-noise ratio of the reference signal as

$$SNR_r = |\beta|^2 / \sigma_s^2 / \sigma_v^2. \quad (6)$$

As shown in Figure 2, the surveillance signal includes direct-path signal, possible target echoes and noise contribution. We note $x_s(n)$ the received surveillance signal and we write

$$x_s(n) = \gamma s(n) + \alpha s(n - \tau)e^{j\Omega dn} + w(n) \quad (7)$$

where $\gamma$ is a scaling parameter representing the propagation losses for SC, $w(n)$ is i.i.d. circular complex Gaussian noise with zero mean and variance $\sigma_w^2$ and the target echo is characterized by $\tau$ the time-delay, $\Omega_d$ the normalized Doppler frequency and the parameter $\alpha$ that expresses the target reflectivity and propagation losses which is assumed to be constant during the integration time. The surveillance signal SNR is defined by

$$SNR_s = |\alpha|^2 / \sigma_s^2 / \sigma_w^2. \quad (8)$$

### 4 Detection statistics

For the purpose of studying the performance of the proposed method, we proceeded to an analytical approach to determine the closed-form expression for the detection probability. In order to do so, the reference signal $x_r(n)$ is replaced by the time-synchronized pilot signal $p(n)$ and we formulate the binary hypothesis test as follows

$$\begin{cases} H_0 : x_s(n) = \gamma s(n) + w(n), \\
H_1 : x_s(n) = \gamma s(n) + \alpha s(n - \tau)e^{j\Omega dn} + w(n). \end{cases} \quad (9)$$
Under both hypotheses $H_0$ and $H_1$, we calculate the statistics of the cross-correlation detector. For each range-Doppler cell, the reference signal is time-delayed and frequency shifted to match the possible target echo in the cell under test (CUT) and the detection test is given by:

\[
T = |\bar{T}|^2 = \left| \sum_{n=0}^{N-1} T_n \right|^2 \overset{H_1}{\gtrless} \lambda,
\]  

(10)

with $\lambda$ the detection threshold and $T_n$ is the CC detector result given by

\[
T_n = x^*(n)p(n-\tau)exp(j\Omega_d n).
\]  

(11)

Under the alternative hypothesis $H_1$, we calculate the mean and the variance of $T_n$ (to retrieve the statistics for the null hypothesis, we set $\alpha = 0$). The mean value of $T_n$ is

\[
E\{T_n\} = \alpha^*\sigma^2_p,
\]  

(12)

and its variance is

\[
var\{T_n\} = |\gamma|^2 (\sigma^2_d + \sigma^2_p)\sigma^2_p + |\alpha|^2 (\sigma^2_d\sigma^2_p + \phi) + \sigma^2_w\sigma^2_p,
\]  

(13)

we introduce the pilot-data power ratio (Eq. 4)

\[
var\{T_n\} = |\gamma|^2 \sigma^4_p(1 + \rho) + |\alpha|^2 (\rho\sigma^4_p + \phi) + \sigma^2_w\sigma^2_p,
\]  

(14)

with

\[
\phi = var\{|d(n-\tau)|^2\}.
\]  

(15)

For a coherent integration time of $N$ samples, the CC output is represented by the quantity $\bar{T}$. It follows a normal distribution with parameters $(\mu_0, \sigma^2_0)$ under the null hypothesis and $(\mu_1, \sigma^2_1)$ under the alternative one:

\[
\begin{align*}
\mu_0 &= 0, \\
\sigma^2_0 &= N(|\gamma|^2 \sigma^4_p(1 + \rho) + \sigma^2_w^2\sigma^2_p), \\
\mu_1 &= N(\alpha^*\sigma^2_p), \\
\sigma^2_1 &= N(|\gamma|^2 \sigma^4_p(1 + \rho) + |\alpha|^2 (\rho\sigma^4_p + \phi) + \sigma^2_w^2\sigma^2_p).
\end{align*}
\]  

(16, 17, 18, 19)

The statistic $T = |\bar{T}|^2$ under $H_0$ follows a central chi-squared distribution of two degrees of freedom. Thus, the false alarm probability is calculated as follows

\[
P_{FA} = exp\left(-\frac{\lambda}{\sigma^2_0}\right),
\]  

(20)

the detection probability is given by the Marcum Q-function of first order:

\[
P_D = Q_1\left(\sqrt{\frac{2|\mu_1|^2}{\sigma^2_1}}, \sqrt{\frac{2\sigma^2_0^2\ln(P^{-1}_{FA})}{\sigma^2_1}}\right).
\]  

(21)
5 Numerical results and discussion

In order to verify the validity of the detection probability expression in (21), we carried out Monte-Carlo (MC) simulations. Simulation parameters are: signal-to-noise ratio in the reference signal $SNR_r = -10dB$, coherent integration time $N = 10^5$ and false-alarm probability $P_{FA} = 10^{-2}$ ($N$ and $P_{FA}$ are constant for this section). Figure 3 shows the detection probability variation versus the surveillance signal SNR value for MC simulations and expression in (21). As can be seen from this figure, the analytical expression matches perfectly MC results which validates the derived closed-form expressions and the feasibility of pilot subcarrier signal detection for DVB-T based passive radars.

![Figure 3: Validation of the detection probability expression.](image)

After validating the feasibility of using pilot subcarrier signal as reference signal for the CC detector, the proposed method is compared to two variants of reference signal: a received reference signal with signal-to-noise ratio $SNR_r = -10dB$ and a reconstructed reference signal. Figure 4 presents the results of MC simulations for detection probability considering two variants of reference signal and the pilot subcarrier signal. For the considered scenario with $SNR_r = -10dB$, CC detection employing pilot subcarrier signal outperforms that using a noisy reference signal. Detection using reconstructed reference signal surpasses slightly that using the proposed method. This is due to the fact that the reconstructed signal contains noise-free pilot subcarriers. In addition, even if the demodulation introduces errors for $SNR_r = -10dB$, the SNR loss in the reconstructed signal is slightly higher than that due to using pilot-only signal.

To investigate the behavior of CC detection employing pilot subcarrier signal, we performed MC simulations for detection probability for a set of $SNR_r$ values and a fixed value of $SNR_s = -30dB$. Figure 5 shows MC simulation results. As the pilot subcarrier signal is unrelated to $SNR_r$, the detection probability is constant for a given value of $SNR_s$. For the reconstructed reference signal, the detection probability converges to a non-null value for low $SNR_r$ values. This is due to the fact that signal reconstruction for low $SNR_r$ generates noise (caused by demodulation errors) but provides noise-free subcarrier pilots. Hence, the non-null convergence value of
the detection probability. For $SNR_r$ values lower than $-11dB$, the proposed method outperforms the two other methods. Starting from $SNR_r = -11dB$, reference signal reconstruction surpasses the pilot subcarrier signal in terms of detection probability. Employing noisy reference signal outperforms the proposed method for $SNR_r = -7dB$.

The results show that the proposed method provides better performances for low $SNR_r$ values compared to the use of noisy received reference signal. Reference signal reconstruction appears to be a solution for CC detection enhancement for noisy reference signal. However, it requires considerable computation resources for frequency synchronization, demodulation and modulation of the received reference signal. One of the major advantages of the proposed method is that it limits the need of the received reference signal into the time-synchronization of the locally generated pilot subcarrier signal which is a large gain in computation and storage resources. Thus, we suggest employing pilot subcarrier signal for detection in DVB-T based passive radar for low $SNR_r$ scenario for detection probability enhancement or high $SNR_r$ scenario for resources optimization.

6 Conclusion

In this paper, we introduced a new detection approach for DVB-T based passive radars that employs pilot subcarrier signal to replace the reference signal. We formulated closed-form expression for the detection probability and false-alarm probability and we evaluated CC detector performances analytically and using Monte-Carlo simulations for the proposed approach. We compared the proposed approach with several variants of reference signal to test its performance and limits. Based on the results it can be concluded that the proposed approach provides a solution for CC detector with noisy reference signal. In our future work, we will apply the proposed approach on real measurements.
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Abstract

This paper addresses the problem of recovering several sparse signals acquired by means of a noisy linear measurement process returning fewer observations than the dimension of the sparse signals of interest. The proposed signal model assumes that the noise is additive and Gaussian. Within the aforementioned framework, theoretical developments making use of the theory of compressive sensing show that sparse signals with similar supports can be jointly and reliably recovered by means of the greedy algorithm entitled simultaneous orthogonal matching pursuit (SOMP) provided that the linear measurements are appropriately designed. A variant of SOMP weighting each measurement vector according to its noise level is then presented. Finally, simulations confirm the benefits of weighting the measurement vectors in SOMP and show that the optimal weights predicted by the theory match the empirical ones under proper conditions.

1 Introduction to compressive sensing

In this paper, we examine the recovery of a signal \( f \in \mathbb{R}^n \) on the basis of a prescribed set of linear measurements. The matrix \( \Phi \in \mathbb{R}^{m \times n} \), which describes the linear measurement process, generates the measurement vector \( y \in \mathbb{R}^m \):

\[
y = \Phi f.
\]

Assuming that \( m < n \), standard results in linear algebra show that there is no way to retrieve an arbitrary signal \( f \) on the basis of \( y \) and \( \Phi \) as \( \text{rank}(\Phi) \leq \min(m, n) = m < n \). However, many signals are known to be expressible using only a small percentage of vectors from the appropriate basis. For example, images such as those encountered in photography or medical imaging admit sparse representations in wavelet bases, i.e., representations that only require a few wavelets to map “most” of the image. As we are about to discuss, this sparsity property can be exploited and enforced to recover \( f \) on the basis of \( y \) even though \( m \ll n \). Formally, we write \( f = \Psi x = \sum_{j=1}^{n} x_j \psi_j \) where \( \Psi \) represents the basis (e.g. a wavelet basis), \( \psi_j \) is the \( j \)th vector (or column) of \( \Psi \), and \( x \) denotes the coefficients of \( f \) in that basis. The vector \( x \) is assumed to be sparse, i.e., \( \|x\|_0 := |\text{supp}(x)| := |\{j : x_j \neq 0\}| \) is low where \( \text{supp}(x) \) is called the support of \( x \) and \( |\cdot| \) denotes the cardinality. Any signal \( x \) such that \( \|x\|_0 \leq s \) is referred to as a \( s \)-sparse signal. The compressive sensing (CS) literature [6] has shown that if \( x \) is sufficiently sparse when compared to \( m \) and \( n \) and if \( \Phi \) satisfies some properties (see after), then it is possible to retrieve \( x \) on the basis of \( \Phi \) and the measurements \( y = \Phi f = \Phi \Psi x \). The measurement matrix \( \Phi \) is often generated randomly by using
sub-Gaussian distributions for each one of its entries [8, Chapter 9]. In this case, it can be shown that the global matrix $\Phi \Psi$ allows the reconstruction of $x$ with a high probability as long as $\Psi$ represents a (deterministic) orthonormal basis [8, Theorem 9.15]. Thus, for the sake of simplicity, we will assume that $\Psi$ is the canonical basis so that Equation (1) rewrites

$$y = \Phi x.$$  \hspace{1cm} (2)

We now briefly introduce a property that, if satisfied for $\Phi$, allows the reconstruction of any $s$-sparse signal $x$ acquired by means of $\Phi$ as in Equation (2) using algorithms of reasonable complexity. The restricted isometry property (RIP) of order $s$ is satisfied whenever there exists a $\delta \in [0, 1]$ such that

$$(1 - \delta)\|x\|_2^2 \leq \|\Phi x\|_2^2 \leq (1 + \delta)\|x\|_2^2$$ \hspace{1cm} (3)

for all the $s$-sparse vectors $x$. The smallest $\delta$ satisfying the conditions above is called the restricted isometry constant (RIC) of order $s$ and is denoted by $\delta_s$. For instance, it has been shown in [2] that, if $\delta_{2s} < \sqrt{2} - 1$, then basis pursuit (BP) can recover any $s$-sparse signal $x$ on the basis of $\Phi$ and the measurement vector $y = \Phi x$. When discussing the performance of simultaneous orthogonal matching pursuit (SOMP) [10], i.e., another algorithm designed for CS problems that we focus on in this paper, the results presented hereafter will also show that the probability of correct recovery improves as the RIC approaches 0. Note that choosing sub-Gaussian distributions for the entries of $\Phi$ (as mentioned earlier) ensures that, with high probability, $\Phi$ satisfies the RIP of order $s$ provided that $m$ is sufficiently large when compared to $s$ and $n$ [8, Theorem 9.11].

Conventions: We find useful to introduce the main notations used in this paper. For $1 \leq p < \infty$ and $x \in \mathbb{R}^n$, we have $\|x\|_p := (\sum_{j=1}^{n} |x_j|^p)^{1/p}$. Every vector is to be understood as a column vector. $x_S$ denotes the vector formed by the entries of $x$ indexed within $S$. Similarly, with $\Phi \in \mathbb{R}^{m \times n}$, we define $\Phi_S$ as the matrix formed by the columns of $\Phi$ indexed by $S$. The Moore-Penrose pseudoinverse of a matrix $\Phi$ is written $\Phi^+ \hspace{1cm}$ while its transpose is denoted by $\Phi^T$. The range of any matrix $\Phi$ is denoted by $\mathcal{R}(\Phi)$. The inner product of two vectors $x$ and $y$ is equal to $\langle x, y \rangle := x^T y = y^T x$. Finally, $\perp$ denotes the statistical independence and $\circ$ denotes the Hadamard product.

## 2 Problem statement & Signal model

![Diagram](https://via.placeholder.com/150)

**Figure 1:** $K$ nodes with different noise levels generate $K$ measurement vectors on which the joint estimation of the support $\bigcup_{k=1}^{K}\text{supp}(x_k)$ can be performed – From [3, Figure 1]

We now turn to the particular problem addressed in this paper. While the signal model envisioned in Equation (2) involves only one sparse signal, a set of $K > 1$ sparse signals sharing a common support, i.e., sharing a common structure, naturally appear in particular applications. As described in Figure 1, a set of $K$ sensors observe a common physical phenomenon (e.g., a chemical reaction, an image, etc.) and return their observations to the central node (CN):

$$y_k = \Phi x_k + e_k \hspace{1cm} (1 \leq k \leq K) \hspace{1cm} (4)$$

where $e_k \sim \mathcal{N}(0, \sigma_k^2 I_{m \times m})$ models an additive Gaussian measurement noise.
whose variance $\sigma^2_k$ is possibly different for each measurement vector $y_k$ (or measurement channel). These discrepancies of the noise variances typically originate from the manufacturing process or from the possibly different hardware components in each sensor [3]. Typically, some local variability might be observed and this translates into different vectors $x_k$ but the supports $\text{supp}(x_k)$ should remain nearly identical as they convey the rough structure of the phenomenon being observed. In this particular scenario, the algorithm recovering the $x_k$ is run at the CN while the $K$ sensors are usually cheap and their only role is limited to the acquisition of the measurements and their transfer to the CN. The curious reader will find other applications of this signal model in [1, Section 3.3]. Equation (4) can be aggregated using matrices as

$$Y = (y_1, \ldots, y_K) = \Phi (x_1, \ldots, x_K) + (e_1, \ldots, e_K) = \Phi X + E$$

where $Y, E \in \mathbb{R}^{m \times K}$ and $X \in \mathbb{R}^{n \times K}$. It is interesting to extend the notion of support to matrices by defining $\text{supp}(X) := \bigcup_{1 \leq k \leq K} \text{supp}(x_k)$. We also use the convenient definition $\sigma = (\sigma_1, \ldots, \sigma_K)^T \in \mathbb{R}^K$. We often refer to as multiple measurement vector (MMV) signal models whenever $K > 1$ while the single measurement vector (SMV) denomination is reserved for $K = 1$ [7].

The main problem to be solved is thus to retrieve the support of each $x_k$ using an algorithm of reasonable complexity. Once the estimated support $\hat{S}_k$ has been obtained for each $x_k$, it is sufficient to solve the least-squares problem obtained when assuming that only the entries of $x_k$ indexed by $\hat{S}_k$ are non-zero, i.e., we compute the non-zero entries $(\hat{x}_k)_{\hat{S}_k} = \Phi_{\hat{S}_k}^{-1} y_k$. The next section presents a classical algorithm in the CS literature to retrieve the joint support of all the $x_k$ and our proposed modification exploiting the differences of the noise variances $\sigma^2_k$ for each measurement channel.

3 SOMP and noise stabilization

Given that the supports of the $x_k$ are similar, it is interesting to perform a joint support recovery [9, 3], i.e., a single common support is retrieved for all the $K$ sparse signals. A classical algorithm executing this operation is SOMP [10], which is described in Algorithm 1.

**Algorithm 1: SOMP**

- **Require:** $Y \in \mathbb{R}^{m \times n}, \Phi \in \mathbb{R}^{m \times n}, s \geq 1$
- **Initialization:** $R^{(0)} \leftarrow Y$ and $S_0 \leftarrow \emptyset$
- **while** $t < s$ do
  - **Determine the column of $\Phi$ to be included in the support:**
    - $j_t \leftarrow \arg\max_{1 \leq j \leq n} \sum_{k=1}^{K} |\langle \phi_j, r_k^{(t)} \rangle|$
  - **Update the support:** $S_{t+1} \leftarrow S_t \cup \{j_t\}$
  - **Projection of each measurement vector onto $R(\Phi_{S_{t+1}})^{-1}$:**
    - $R^{(t+1)} \leftarrow (I - \Phi_{S_{t+1}} \Phi_{S_{t+1}}^T)Y$
  - $t \leftarrow t + 1$
- **return** $S_s$ {Support at last step}

SOMP iteratively picks columns from $\Phi$ to simultaneously approximate the $K$ measurement vectors $y_k$ and then compute the associated residuals $r_k^{(t)}$ (where $r_k^{(t)}$ is the $k$th column of the residual matrix $R^{(t)}$), which are proxies of the measurement vectors that would obtained if the indexes of the columns of $\Phi$ already picked, i.e., $S_t$, did not belong to $S := \text{supp}(X)$ in the first place. In this particular version, the sparsity level $s$ to be enforced is supposed to be known. One column of $\Phi$ is added to the estimated support at each iteration $t$ (step 4). The decision rule is based upon the metric $\sum_{k=1}^{K} |\langle \phi_j, r_k^{(t)} \rangle|$, which accounts
for the residuals associated with all the $K$ measurement vectors $y_k$. The residuals at iteration $t$ are the orthogonal projections of the original measurement vectors onto the orthogonal complement of $\mathcal{R}(\Phi_{S_{t+1}})$, i.e., the subspace spanned by the columns of $\Phi$ currently included in the estimated support $S_t$ (step 6).

Algorithm 2: SOMP-NS

<table>
<thead>
<tr>
<th>Require: $Y \in \mathbb{R}^{m \times K}$, $\Phi \in \mathbb{R}^{m \times n}$, ${q_k}_{1 \leq k \leq K}$, $s \geq 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: $R^{(0)} \leftarrow Y$ and $S_0 \leftarrow 0$ {Initialization}</td>
</tr>
<tr>
<td>2: $t \leftarrow 0$</td>
</tr>
<tr>
<td>3: while $t &lt; s$ do</td>
</tr>
<tr>
<td>4: Determine the column of $\Phi$ to be included in the support: $j_t \leftarrow \arg\max_{1 \leq j \leq n} \sum_{k=1}^{K}</td>
</tr>
<tr>
<td>5: $S_{t+1} \leftarrow S_t \cup {j_t}$</td>
</tr>
<tr>
<td>6: Projection of column measurement vector onto $\mathcal{R}(\Phi_{S_{t+1}})^\perp$: $R^{(t+1)} \leftarrow (I - \Phi_{S_{t+1}} \Phi_{S_{t+1}}^\dagger) Y$</td>
</tr>
<tr>
<td>7: $t \leftarrow t + 1$</td>
</tr>
<tr>
<td>8: end while</td>
</tr>
<tr>
<td>9: return $S_s$ {Support at last step}</td>
</tr>
</tbody>
</table>

Section III.B], a computationally more interesting form of SOMP-NS is obtained by first computing the multiplication $Y Q$, where the weighting matrix $Q := \text{diag}(q) := \text{diag}((q_1, \ldots, q_K)^T)$ intervenes, and then run SOMP on the resulting matrix.

4 On the derivation of the optimal weights

4.1 An upper bound on the probability of SOMP-NS failing

Our main objective in this paper is to present theoretical results enabling one to analytically determine the optimal weights $q_k$ given the noise variances $\sigma_k^2$. In other words, we want to find the weights minimizing the probability of SOMP-NS failing to identify all the correct entries of the support of $X$ for a number of iterations equal to the cardinality of the support to be recovered, i.e., for the full support recovery case. For doing so, in [3] and [5], we have built a closed-form upper bound on the probability of SOMP-NS failing to make correct decisions only. The optimal weights can then be chosen so that they minimize the bound. The bound relies on several quantities of interest [5]. Among them, some only depend on the properties of $X$, $\sigma$, and $q$:

- The quantity $\mu_X(K) := \min_{j \in S} \frac{1}{K} \sum_{k=1}^{K} |X_{j,k}| q_k$ is the lowest weighted cumulated amplitude obtained among all the rows of $X$ indexed by the true support $S = \text{supp}(X)$. Within the framework of a full support recovery, it makes sense to consider the row of $X$ whose weighted cumulated amplitude is the lowest as this row will likely be the most difficult to identify in the presence of noise.

- The quantity $\bar{\sigma}(K)^2 := (1/K) \sum_{k=1}^{K} \sigma_k^2 q_k^2$ is the average noise power on the $K$ measurement channels after applying the weights $q_k$. Interestingly, in step 4 of Algorithm 1, the $K$ measurement channels have an identical importance when deciding which column of $\Phi$ should be included in the support. However, the envisioned signal model suggests that some noise variances are lower than others. Thus, we propose to modify SOMP in order to weight the impact of each measurement vector on the decision metric according to their respective noise levels. We introduce simultaneous orthogonal matching pursuit with noise stabilization (SOMP-NS), which replaces the metric $\sum_{k=1}^{K} |\langle \phi_j, r_k^{(t)} \rangle|$ with $\sum_{k=1}^{K} |\langle \phi_j, r_k^{(t)} \rangle| q_k$ where the $q_k \geq 0$ (1 $\leq k \leq K$) are the weights affected to each measurement channel. SOMP-NS is formally described in Algorithm 2. As explained in [3,
The quantity \( \omega_\sigma(K) := (1/\sqrt{K})\|(\sigma \circ q)\|_1/(\|\sigma \circ q\|_2) \in [1/\sqrt{K}; 1] \) quantifies to what extent \( \sigma \circ q = (\sigma_1q_1, \ldots, \sigma_Kq_K)^T \) is \( 1 \)-sparse. In particular, if \( \sigma \circ q \) is \( 1 \)-sparse, then \( \omega_\sigma(K) = 1/\sqrt{K} \) whereas \( \omega_\sigma = 1 \) whenever its entries exhibit identical magnitudes. We often prefer dealing with the upper bound \( \omega_\sigma := \max_{1 \leq K < \infty} \omega_\sigma(K) \in (0; 1] \).

Finally, the minimum signal-to-mean-noise ratio \( \text{SNR}_m \) is given by \( \min_{1 \leq K < \infty} \mu_X(K)/\sigma(K) \) using the definitions above. Other quantities determine how suitable to CS algorithms the measurement matrix \( \Phi \) is:

- The scalar \( \Gamma \) is defined as a lower bound on the ratio of SOMP-NS metric for the correct support indexes to that obtained for the incorrect ones in the noiseless case. Additional precautions should be observed when defining \( \Gamma \); we refer the reader to [4, 5, 3] for further details about these matters. In the following, it is assumed that \( \Gamma > 1 \), which implies that, in the noiseless case, SOMP and SOMP-NS pick all the correct support indexes before choosing incorrect ones [5, 4]. In [4, Lemma 2], two valid expressions for \( \Gamma \) are available. For instance, \( \Gamma = (1 - \delta_{|S|+1})/(\delta_{|S|+1}\sqrt{|S|}) \) is correct when using SOMP(-NS) to recover a matrix \( \mathbf{X} \) whose support cardinality is \( |S| \). Note that \( \Gamma \) increases when the RIC of order \( |S|+1 \), i.e., \( \delta_{|S|+1} \), decreases. This indicates, as stated in the introduction, that low values of the RIC are beneficial to the performance of SOMP(-NS).

- The scalar \( \rho \) connects the value of the noiseless SOMP-NS metric for the correct support indexes to the quantity \( \mu_X(K) \). Formally, without noise, we have \( \max_{j \in S} \sum_{k=1}^K |(\phi_j, r_{k}^{(i)})|q_k \geq \rho K \mu_X(K) \). In an unpublished work, we have shown that a valid value of \( \rho \) is \( \rho = (1 - \delta_{|S|})(1 + \delta_{|S|})/(1 + \sqrt{|S| - t \delta_{|S|}}) \) for iteration \( t \). This result indicates, once again, that SOMP-NS performance improves as the RIC \( \delta_{|S|} \) approaches 0.

Defining
\[
\xi := \left(1 - \frac{1}{\Gamma}\right)\rho \text{SNR}_m - \sqrt{\frac{2}{\pi}}\omega_\sigma
\] (6)
and assuming \( \xi > 0 \), we have shown [3, 5] that the probability of SOMP-NS picking at least an incorrect support index during its first \( |S| \) iterations is upper bounded by a quantity proportional to
\[
\exp\left[-\frac{1}{8}K\xi^2\right]
\] (7)
where the factor of proportionality only depends on \( |S| \) and \( n \). Thus, the upper bound in Equation (7) suggests that the optimal weighting strategy is that obtained whenever \( \xi \) is maximized. Since \( \omega_\sigma \in (0; 1] \) and for a sufficiently high value of \((1 - 1/\Gamma)\rho\), we can neglect the variations of \( \xi \) due to \( \omega_\sigma \) whenever the weights \( q_k \) are modified and optimize the weights on the basis of the quantity \( \text{SNR}_m \).

### 4.2 A simpler signal model

We now introduce a particular signal model that allows the computation of the weights \( q_k \) optimizing \( \text{SNR}_m \). We set [3, Section VII.A] \( X_{j,k} = \varepsilon_{j,k} \mu_X \) (\( 1 \leq k \leq K \), \( j \in S \)) and \( X_{j,k} = 0 \) (\( 1 \leq k \leq K \), \( j \notin S \)) where \( \varepsilon_{j,k} \) denotes a Rademacher random variable, i.e., a random variable returning either \( 1 \) or \( -1 \) with probability 0.5 for both values. Two different sign patterns (SP) are envisioned [3, Section VII.A]. Sign pattern 1 refers to the case where the sign pattern is identical for all the sparse vectors \( \mathbf{x}_k \) to be recovered,
\[ i.e., \varepsilon_{j,k} = \varepsilon_{j,1} \text{ for all } 1 \leq k \leq K, j \in \mathcal{S} \text{ and } \varepsilon_{j,1} \perp \perp \varepsilon_{j',1} \text{ whenever } j_1 \neq j_2. \]

Sign pattern 2 corresponds to the scenario for which the sign pattern is independent for each sparse signal \( x_k \) and for each measurement channel, \( i.e., \varepsilon_{j_1,k_1} \perp \perp \varepsilon_{j_2,k_2} \text{ whenever } j_1 \neq j_2 \) and/or \( k_1 \neq k_2. \) Following the steps of [3, Section VII.A], we obtain the optimal weights

\[ q_k = 1/\sigma_k^2 \quad (8) \]

for this particular signal model. Furthermore, we assume that \( K = 2. \) We also express \( q \) and \( \sigma \) using polar coordinates:

\[ q := (\cos \theta_q, \sin \theta_q)^T \quad \text{and} \quad \sigma := (\cos \theta_\sigma, \sin \theta_\sigma)^T. \]

## 5 Numerical results

In this section, using the signal model described in Section 4.2, we want to

\( \diamond \) Show that SOMP-NS outperforms SOMP whenever the noise variances are unequally distributed, \( i.e., \) whenever \( \theta_\sigma \) is not close to 45°, provided that the truly optimal weights are used. In this first part, the theoretical formula for the optimal weights \( q_k = 1/\sigma_k^2 \) is never used as the optimal weights are determined using the simulation results.

\( \diamond \) Show that the optimal weights predicted by the equation \( q_k = 1/\sigma_k^2 \) coincide with those obtained by means of simulations. As explained later on, for the second sign pattern, the theoretical and empirical weights are identical only whenever the cardinality of the support to be recovered is sufficiently low. Such a restriction will not be observed for the first sign pattern.

To reach the two objectives above, we simply report the results already available in [3, Section VII]. For the sake of brevity, most of the technical details will be skipped.

Table 1 (originally in [3, Table I]) summarizes the configurations that have been considered for the simulations. As explained in [3, Section VII], the probability of correct full support recovery is evaluated onto a discrete grid of 2-tuples \((\theta_q, \theta_\sigma)\). The empirical probability is evaluated for each 2-tuple \((\theta_q, \theta_\sigma)\) using a number of Monte-Carlo cases that is prescribed in Table 1 using the denomination “\# cases”.

<table>
<thead>
<tr>
<th>Configuration ID</th>
<th>Sign pattern</th>
<th></th>
<th># cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration 1</td>
<td>1</td>
<td>10</td>
<td>2.28</td>
</tr>
<tr>
<td>Configuration 2</td>
<td>1</td>
<td>30</td>
<td>3.19</td>
</tr>
<tr>
<td>Configuration 3</td>
<td>1</td>
<td>40</td>
<td>6.94</td>
</tr>
<tr>
<td>Configuration 4</td>
<td>2</td>
<td>10</td>
<td>2.50</td>
</tr>
<tr>
<td>Configuration 5</td>
<td>2</td>
<td>30</td>
<td>3.06</td>
</tr>
<tr>
<td>Configuration 6</td>
<td>2</td>
<td>40</td>
<td>3.42</td>
</tr>
</tbody>
</table>

Figure 2 corroborates the first claim of this section, \( i.e., \) SOMP-NS outperforms SOMP whenever \( \theta_\sigma \) is different than 45°, provided that the truly optimal value of \( \theta_q \) is chosen.

We now turn to our second objective, \( i.e., \) providing evidence showing that the weights \( q_k = 1/\sigma_k^2 \) are always truly optimal for the first sign pattern while they are also correct for the sign pattern 2 provided that the cardinality \(|\mathcal{S}|\) is sufficiently low.
The results supporting this claim are available in Figure 3. The reasons explaining the discrepancy observed between the theoretical and empirical optimal weights in Figure 3b for the highest support cardinalities are discussed in [3, Section VII.C].

Figure 2: Simulation results ($K = 2$) – Ratio of the probability of failure of SOMP to that obtained for SOMP-NS when using the optimal weights – From [3]

Figure 3: Simulation results ($K = 2$) – Optimal weighting angles – The black curve (Formula (B2)) denotes the optimal weights predicted by $q_k = 1/\sigma_k^2$ – The markers correspond to the optimal weights derived from the simulation results – From [3]
6 Conclusion

This paper presents a novel SOMP algorithm, entitled simultaneous orthogonal matching pursuit with noise stabilization (SOMP-NS). SOMP-NS weights the impact of each measurement vector according to its noise level, which is assumed to be known. Moreover, theoretical developments suggesting that the weighting capabilities of SOMP-NS provide performance enhancements have been briefly exposed. Further, these developments have been shown to provide weighting strategies for particular signal models. Finally, numerical results have established that the weights introduced in SOMP-NS yield performance improvements provided that they are appropriately chosen. The simulations have also revealed that the weighting strategies stemming from the theoretical results are optimal in specific cases.
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Abstract

Motion blur destroys high spatial frequency content, leaving deblurring as an ill-posed image restoration problem. The common practice is to prevent motion blur by reducing the exposure time, but this gives poor image quality in low-light conditions. We show that camera motion can substantially improve the image quality if 1) there are only a few distinct velocities in a scene and 2) the velocities are known prior to the exposure. We derive the camera motion trajectories that optimize the image quality of the deconvolved images. In particular, we study the case with only two distinct velocities, which occurs frequently in practice. We have built a camera that moves its field-of-view using a modified optical image stabilizer. The post-processing involves a spatially-invariant velocity-dependent deconvolution. Practical experiments confirm that our approach is more effective than existing techniques with an SNR increase of up to 4.4 dB compared to the common practice.

1 Introduction

Motion deblurring is a common and hard to solve problem in photography. Apart from issues with estimating the Point Spread Function, the inversion itself is mostly ill-posed. Deblurring algorithms are sensitive to noise and not always able to recover all details in an image. In practice it has been found that it is more effective to use an exposure time short enough to freeze all motion, although the Signal-to-Noise Ratio (SNR) becomes poor.

In this paper, we show that motion blur can be made invertible if we move the camera field-of-view during the exposure. The optimal camera motion trajectory ensures that information is captured in the best possible way, while simplifying the necessary deconvolution.

2 Prior Work

Motion blur can be made invertible by moving the camera (Motion-Invariant Photography) [1], or rapidly opening and closing the shutter during the exposure (Coded Exposure) [2]. However, Cossairt et al. [5] show that the image quality improvement of these techniques is negligible, due to a combination of signal-dependent noise and noise amplification during deconvolution. Although the performance gain of Motion Invariant Photography (MIP) is small, McCloskey et al. show that the performance gain can be improved by using more prior information about the velocity distribution [3] and implements it using Optical Image Stabilization (OIS) hardware [4],[6].

This work improves on prior work by incorporating more detailed prior information about the one-dimensional velocity distribution in a scene and verifying this with practical experiments.
3 Noise, Motion and Blur

3.1 Noise

Camera images suffer from numerous sources of degradation, among which noise is one of the most problematic in low-light conditions. Noise is either caused by electronic noise on the sensor or by the random nature of photons interacting with the detector. The latter photon noise is signal-dependent noise that arises from the Poisson distribution of photons reaching the detector. The variance of photon noise is approximately proportional to the number of interacting photons. In anticipation of future image sensor developments, we consider photon-noise limited detectors with a Quantum Efficiency of 100% during the remainder of this paper.

3.2 Motion Blur

To analyze motion blur, we adopt the space-time analysis described by Levin et al. [1]. This section provides a brief overview of the method. We consider one-dimensional motion blur and use one-dimensional images to facilitate the analysis.

Let \( s(x) \) denote the projection of the scene, normalized such that \( \mathbb{E}(s(x)) = 1 \). The light level \( L \) represents the average photon flux per pixel, i.e. the number of photons detected per pixel per second. Hence, the photon flux at location \( x \) is \( L \cdot s(x) \).

At relatively fast shutter speeds, the subject motion is approximated by a translation with constant velocity \( v \) along the \( x \)-axis. The camera moves along the \( x \)-axis as well and its position is denoted as \( x_c(t) \). The image sensor integrates incoming light intensity on its surface during the exposure time \( T \). Hence, the image captured by the sensor is written as the integral of the convolution of \( s(x) \) with the light integration curve \( h_v(t, x) \):

\[
    z(x) = \int_0^T h_v(t, x) * s(x) dt + n = s(x) * \int_0^T h_v(t, x) dt + n,
\]

with \( n \) the photon noise with variance \( \sigma_n^2 \) and

\[
    h_v(t, x) = L \cdot \delta(x + vt - x_c(t)).
\]

We analyze the properties of the convolution with \( h_v(t, x) \) in the frequency domain, where convolution is equivalent to multiplication. First, set \( v = 0 \) and transform the light integration curve \( h_0(t, x) \) to the frequency domain \( H_0(\omega, k_x) \). This Fourier transform is rewritten as the one-dimensional Fourier transform:

\[
    H_0(\omega, k_x) = \int_0^T \int_{-\infty}^{\infty} h_0(t, x) e^{-j2\pi(\omega t + k_x x)} dx dt
    = \int_0^T \int_{-\infty}^{\infty} L \cdot \delta(x - x_c(t)) e^{-j2\pi(\omega t + k_x x)} dx dt
    = L \int_0^T e^{-j2\pi k_x x_c(t)} e^{-j2\pi \omega t} dt
\]

Next, we use the fact that for a subject velocity \( v \), time integration is equivalent to projection of \( h_0(t, x) \) on the line \( x = vt \) and hence \( H_v(k_x) = H_0(vk_x, k_x) \), i.e. the information lies on the line \( \omega_l = vk_x \). Consequently, the frequency-domain representation of the image captured by the sensor is given by:

\[
    Z(k_x) = H_0(vk_x, k_x)S(k_x) + N(k_x) = H_v(k_x)S(k_x) + N(k_x),
\]

where \( S(k_x) \) and \( N(k_x) \) denote the frequency-domain representations of the original image and the noise, respectively.
3.3 Noise Equivalent Quanta

We aim to minimize the noise variance in the reconstructed image. A useful tool for analyzing the noise variance is the Noise Equivalent Quanta (NEQ) [7]. The NEQ measures the SNR as a function of spatial frequency $k_x$. For a relatively low-contrast image, photon noise is spatially white and has a variance equal to the average number of photons detected per pixel:

$$E(\vert N(k_x) \vert^2) = \sigma_n^2 = H_v(0) = H(0,0) = LT.$$  

(5)

We obtain the following expressions for the NEQ:

$$NEQ(\omega_t, k_x) = \frac{H(\omega_t, k_x)^2 |S(k_x)|^2}{H(0,0)}$$

$$NEQ_v(k_x) = \frac{|H_v(k_x)|^2 |S(k_x)|^2}{H_v(0)}.$$  

(6)

An useful property is that linear operations do not change the NEQ, since the numerator and denominator are affected equally. Consequently, the NEQ is an indicator of image quality regardless of any subsequent linear filtering operations, such as deconvolution.

3.4 Energy Preservation

Levin [1] points out that the energy in the slice $\int_{-0.5}^{0.5} |H(\omega_t, k_x)|^2 d\omega_t$ for a given $k_x$ is proportional to $L^2T$, which defines a fixed budget over the integration interval. Given that the noise variance is equal to $H(0,0)$ and therefore proportional to $LT$, we see that:

$$\int_{-0.5}^{0.5} NEQ(\omega_t, k_x) d\omega_t = \frac{|S(k_x)|^2}{H(0,0)} \int_{-0.5}^{0.5} |H(\omega_t, k_x)|^2 d\omega_t \propto |S(k_x)|^2 L.$$  

(7)

Hence, for each slice of spatial frequency $k_x$ we have a fixed NEQ budget proportional to $|S(k_x)|^2 L$. The distribution of the NEQ budget across $\omega_t$ is determined by both the exposure time and the camera motion path. Recall that for a subject with velocity $v$, the direct relation $\omega_t = \nu t k_x$ holds. Therefore, there is a fixed NEQ budget that we can distribute across the various velocities in a scene.

3.5 Deconvolution

The image captured by the sensor is blurred in a specific way due to the relative motion between the camera and the subject. This blur is removed through deconvolution, which is a division by the blur kernel response in the frequency domain. Note that if the frequency response of the blur kernel is zero for some spatial frequency, the deconvolution becomes unstable. We therefore use the Wiener deconvolution filter, which minimizes the Mean Squared Error (MSE) of the deconvolved image:

$$W(k_x) = \frac{|H_v^*(k_x)|S(k_x)|^2}{|H_v(k_x)|^2 |S(k_x)|^2 + |N(k_x)|^2}.$$  

(8)

We then derive the expression for the MSE:

$$MSE_v(k_x) = \mathbb{E}\left(\vert S_v(k_x) - \hat{S}_v(k_x) \vert^2\right)$$

$$= \frac{H_v(0) |S(k_x)|^2}{|H_v(k_x)|^2 |S(k_x)|^2 + H_v(0)} = \frac{|S(k_x)|^2}{1 + NEQ_v(k_x)}.$$  

(9)
We see that the MSE of the deconvolved image is inversely proportional to the NEQ and recall that there is a fixed NEQ budget (Equation (7)). Hence, we should distribute the NEQ budget in an efficient way in order to minimize the reconstruction error (MSE).

4 Optimal Camera Motion

In order to minimize the total MSE, we use the following two optimality criteria which were introduced by Bando et al. [9]:

- **Effectiveness:** The NEQ budget must only be spent on regions in \( H_0(\omega_t, k_x) \) that correspond to velocities that appear in the scene;

- **Uniformity:** The NEQ budget must be distributed uniformly among all velocities in a scene.

To facilitate the analysis, we define the function \( \rho(v) \) which indicates whether a velocity occurs in a scene (\( \rho(v) = 1 \)) or not (\( \rho(v) = 0 \)). The function \( \rho(v) \) consists of a series of \( M \) rectangle functions (denoted by \( \Pi \)):

\[
\rho(v) = \sum_{m=1}^{M} \Pi \left( \frac{v - v_m}{2\Delta v_m} \right),
\]

where \( v_m \) denotes central velocities sorted in ascending order and \( \Delta v_m \) denotes the width of the interval around the corresponding velocity. For example, if it is known that a vehicle moves at a speed of 20 pixels/second (px/s) with an uncertainty of \( \pm 2 \) px/s, then \( v_m = 20 \) px/s and \( \Delta v_m = 2 \) px/s. The blocks should not overlap, hence:

\[
v_{m+1} - v_m \geq \Delta v_m + \Delta v_{m+1}.
\]

Intuitively, the camera velocity should be equal to every velocity where \( \rho(v) = 1 \) for an equal amount of time. Levin et al. [1] show that this is the case if the camera field-of-view (FOV) moves with a constant acceleration and also proves that this camera motion optimizes the information capture. If we consider each of the blocks \( \Pi \left( \frac{v - v_m}{2\Delta v_m} \right) \) individually, we capture the necessary information using this constant acceleration motion. Each of these \( M \) motion paths is defined by the starting velocity \( v_{m,1} \), ending velocity \( v_{m,2} \) and time interval \( T_m \) as follows:

\[
x_m(\tau) = \frac{v_{m,2} - v_{m,1}}{2T_m} \tau^2 + v_{m,1} \tau + C,
\]

with \( C \) being an arbitrary offset. The motion paths corresponding to the separate blocks are then concatenated over time into a continuous motion path \( x_c(t) \) that captures all the necessary information. The corresponding exposure time is determined by the sum of the \( M \) time intervals: \( T = \sum_{m=1}^{M} T_m \).

Recall that the energy in a slice for a given \( k_x \) is fixed and \( \omega_t = vk_x \). Hence, energy is spread out more as the spatial frequency \( k_x \) increases. As a result, the response \( H_v(k_x) \) and consequently \( NEQ_v(k_x) \) are minimal at the Nyquist frequency \( k_x = \pm 0.5 \). We define a minimum magnitude \( H_{\min} \) at \( k_x = \pm 0.5 \), such that:

\[
\forall v : \rho(v) H_{\min} \leq |H_v(0.5)| \leq |H_v(k_x)|.
\]

We find values for \( v_{m,1}, v_{m,2} \) and \( T_m \) such that Equation (12) holds while minimizing \( T_m \). Minimizing \( T_m \) ensures that as little as possible of the available NEQ budget is spent on velocities where \( \rho(v) = 0 \), fulfilling the effectiveness criterion. Moreover, we also ensure that we do not overspend our budget on velocities where \( \rho(v) = 1 \). Hence,
Figure 1: OIS Floating lens module. The lens can move in 2 axes.

Figure 2: Lens motion trajectory for Shift Exposure with $T=64$ ms.

Figure 3: Test target pattern.

$|H_r(0.5)|$ will only be slightly larger than $H_{\min}$, fulfilling the uniformity criterion as well.

We define a desired exposure time $T_d$, e.g. due to timing constraints, minimum video frame rate or clipping value of the detector. Next, we pick an initial value for $H_{\min}$ and do an exhaustive search for the camera motion path (i.e. triples of $v_{m,1}$, $v_{m,2}$ and $T_m$) that satisfy Equation (12) with the smallest possible $T_m$. This results in an exposure $T$. If the obtained $T < T_d$, we increase $H_{\min}$ and vice versa until $T = T_d$.

5 Lens Motion with Image Stabilization Hardware

We use lens-shift OIS hardware in a Canon EF28-135 F/3.5-5.6 IS USM lens to move the field-of-view of our camera during the exposure. Lens-shift OIS systems shift a floating lens element in a plane perpendicular to the optical axis in order to compensate for unintended camera motion. The control loop measures rotation using gyroscopes in the pitch and yaw axis and shifts the lens in order to stabilize the image projected on the image sensor. We have implemented our own controller in order to control the lens position.

McCloskey et al. [4] implemented a similar system with a Canon EF70-200 F/4 IS USM lens. The controller design described in this section is in many ways similar to their design. We extract the floating lens module from the lens (Figure 1). The module contains voice coils for both the horizontal and vertical axis, while two magnets are mounted on the floating lens. The control logic is replaced by a standard MSP430F5438a microcontroller running a PID control loop.

Figure 2 displays an example of the lens motion. Note the noisy signal from the position sensors. A state observer on the microcontroller provides a cleaner position signal, displayed in green in Figure 2. The lens cannot accelerate instantly, therefore we ramp up the speed during 8 ms. The difference between the setpoint and the real position is within 1 pixel, which is sufficiently small for the practical test in the next section.

6 Case study

In this section we study a common practical case with a stationary background ($v_1 = 0$ px/s, $\Delta v_1 = 0$ px/s) and an object moving perpendicular to the camera with velocity $v_2 = 250$ px/s and $\Delta v_2 = 0$ px/s. The optimal camera motion path is shown in Figure 4b, alongside $\rho(v)$ and $H_0(\omega, k_x)$. During the remainder of this paper, we refer to this specific motion as Shift Exposure. An additional advantage of Shift Exposure is that the Point Spread Function is the same regardless of whether a subject moves at $v_1$ or...
v_2$, removing the need for segmentation during deblurring. We compare the following camera motion paths:

1. No Motion (NM): A traditional camera.
2. Motion Invariant Photography (MIP). The camera velocity is linearly increased from $v_1$ to $v_2$ during the exposure.
3. Shift Exposure (SE). The camera velocity equals $v_1$ for $t < T/2$ and $v_2$ for $t > T/2$.

The exposure time $T_d$ is varied between 8 ms and 128 ms. We compute the optimal camera motion path as described in Section 4 and evaluate at two different light levels with average photon flux $L_1 = 1.3 \cdot 10^3$ and $L_2 = 6.9 \cdot 10^3$ photons per second per pixel. Both are relatively low-light levels. The test target image is displayed in Figure 3. The highest spatial frequency on the test pattern corresponds to $k_x \approx 0.2$.

The camera output is simulated by computing the Point Spread Function based on the camera and subject motion paths. The test target image is blurred and noise is added afterwards. The noise model is described by Janesick [8] and includes photon noise, read noise, fixed-pattern noise and dark current. We then reconstruct using the Wiener filter that minimizes the MSE between the reconstruction and the original image.

For the practical experiment we employ the modified optical image stabilizer from Section 5. A blur-free and relatively low-noise reference image is obtained by stopping the test targets and taking a normal picture with $T = 128$ ms. This reference image is used to compute both the Wiener deconvolution filter, and the MSE of the deblurred image.

## 7 Discussion and Conclusion

The simulation results reveal how the image quality of a normal camera (No Motion) quickly degrades for moving subjects (Figures 5a and 5d). Whereas the MSE for still subjects decreases with increasing exposure time, the MSE of moving subjects increases for exposure time longer than 32 ms. Both MIP and SE motion paths ensure an approximately equal MSE for both still and moving subjects. MIP (Figures 5b and 5e) benefits from long exposure times, but the advantage diminishes for very long exposure times. On the other hand, the MSE of Shift Exposure (Figures 5c and 5f) keeps decreasing for longer exposure times.

At $L = L_1$, the MIP image achieves up to 2.9 dB improvement for the moving subject compared to the traditional camera, whereas Shift Exposure obtains 4.5 dB
improvement. At $L = L_2$, the improvement of MIP and SE are 2.7 dB and 5.2 dB, respectively.

The practical experiment results show similar trends. However, note that both MIP and SE benefit little of longer exposure times at the relatively bright light level $L = L_2$. The MSE of the MIP image even increases for long exposure times, which is likely due to inaccuracies in the test target and lens positions. At $L = L_1$, MIP decreases the MSE for the moving subject by up to 2.8 dB, whereas SE shows an improvement of 4.4 dB compared to the traditional camera. At $L = L_2$, the improvement of MIP and SE are 0.45 dB and 1.2 dB, respectively.

We conclude that lens motion can significantly improve the image quality of the deconvolved image. However, the advantage is limited in relatively bright circumstances. Although Motion-Invariant Photography requires relatively little prior motion information, it provides only a small improvement. Shift Exposure requires detailed prior information about the velocities in a scene, but it provides a significant performance gain of up to 4.4 dB in our practical experiments. The more accurate the prior information about the subject velocities (e.g., through motion estimation on prior frames), the better the image quality one can obtain by using the camera motion proposed in this paper.

Future work will compare the various image capture techniques using more sophisticated quality metrics than the Mean Squared Error, which does not accurately reflect the perceptual image quality. Furthermore, the concept may be extended to two-dimensional motion.
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Figure 5: Simulation results

Figure 6: Experimental results
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Abstract

Automatic discomfort detection for infants is important in healthcare, since infants have no ability to express their discomfort. We propose a video analysis system, based on supervised learning and classifying previously unseen infants from the testing set in a fully automated way. The first stage of our system consists of face-based face detection, and then fit a face shape to the detected face area by using a Constrained Local Model (CLM). In the second stage, we analyze expression features by using Elongated Local Binary Patterns (ELBP), and classify expression features with an Support Vector Machine (SVM) for discomfort detection. The key contribution of our system is that the face model is infant-independent by employing a Constrained Local Model without prior knowledge about previously unseen infants. The system detects discomfort with an accuracy of 84.3\%, a sensitivity of 82.4\%, and specificity of 84.9\% on the testing set containing videos of 11 infants. In addition, in order to increase the robustness of the system to head rotation, we introduce a face recovery method based on the symmetry of the face. With this step, the previous performance parameters increase by 3.1 – 3.8\% tested with videos of 2 infants containing 2,010 frames.

1 Introduction

Discomfort and pain assessment for infants is an important and challenging task, since infants are not able to verbally communicate their discomfort. Neglecting discomfort or pain of infants can cause problems in their further development [1]. Therefore, nurses or parents normally take the responsibility of monitoring and assessing pain of infants when they are admitted to a hospital. Several behavioral and physiological changes can indicate potential discomfort of infants, such as crying, facial tension, frequent body movements, heart rate, respiratory response, blood pressure, and levels of oxygen and carbon dioxide in the blood.

To assess pain, various infant pain scoring methods have been developed, such as the PIPP (Premature Infant Pain Profile) and the COMFORT pain scale, which are based on the above-mentioned clinical parameters. All nurses responsible for infant pain assessment have to be trained to apply a pain scoring, while observing infants for a certain time period for pain estimation. However, monitoring by nurses is time consuming, expensive and, as assessments are done in intervals, changes in pain/discomfort intensity between the intervals are not detected. Therefore an automated discomfort detection system is highly attractive. Besides monitoring infants for a long period, such a system opens new possibilities for reliable disease diagnosis, such as Gastro-Esophageal Reflux Disease (GERD).

Automatic discomfort detection for infants based on video analysis is a challenging task for several reasons. At first, infants are often sleeping, so that their eyeballs are invisible. Therefore, many face detectors based on finding eyes cannot be used for this task. Secondly, most infants need pacifiers to stay calm, and this partially occludes
the features presenting facial expressions. Another complication is that discomfort can be detected in specific cases only and may be tuned to a particular child, which harms the general use of the system [2]. Since facial expression is a major feature that helps professionals to assess pain of infants, much attention has been given to analyze facial expressions. In [3], the authors propose a facial expression recognition system using an automated eye detection for face detection, together with a combination of Gabor features and Support Vector Machine (SVM) for expression classification based on the face coding system (FACS). However, infants, especially neonates, lie in their bed with their eyes closed, and an automated eye detection will fail for them. Lucey et al. [4] proposed a system for a pain intensity estimation based on an Active Appearance Model (AAM). They first extract shape and appearance features from AAM, and then train separate SVM classifiers for action units with these features. However, this approach requires manual labeling of the key frames of a sequence, so that the system is not fully automated. In this paper, we present our video analysis system that automatically monitors discomfort, but now in a generic way, independent of the observed infant.

We contribute to this research in two aspects. At first, our system is infant-independent and requires no prior knowledge about the previously unseen infants. Second, our system is validated on a clinical dataset. The paper is organized as follows. Section 2 explains each component of the system in detail. In Section 3, experimental results are shown for the system evaluation. Finally, conclusions are drawn in Section 4.

## 2 System Design

The system consists of two main components: face detection and discomfort detection, as shown in Fig. 1. The first part employs a combination of the Viola-Jones face detector and a skin-color detector for finding the face area. After that, we describe the shape of the face with a Constrained Local Model (CLM). Based on the concept of similarity-normalized appearance (SAPP), Elongated Local Binary Patterns (ELBP) are extracted as facial expression features. For classification, an Support Vector Machine (SVM) is used for distinguishing discomfort from comfort. A more detailed description of each block now follows.
2.1 Face Detection

In order to optimize the fitting of a shape model to the image, we first use a combination of a Viola-Jones face detector and a Gaussian mixture model skin color detector for locating the face area as proposed in [5]. In our system, we analyze frames in the YCbCr color space [2]. A false detection of a face directly causes a false detection of discomfort. Therefore, the system selects the detected area in the following way. If the detected area of a frame is smaller than a pre-defined threshold, then the system regards this detection as a false detection and discards this frame. Only the frames with the detected area larger than the threshold are passed on to the next stage. Then within the detected face area, we apply CLM for aligning a face shape to the frame.

A Constrained Local Model is a person-independent model compared to AAM [6]. It is a joint shape and texture model introduced by Cristinacce et al. in [7]. The shape is represented as a concatenated vector of X and Y coordinates, as follows:

$$X = (X_1, ..., X_n, Y_1, ..., Y_n)^T,$$  \hspace{1cm} (1)

where $n$ is the number of points in the shape of the CLM. The shape $X$ can be expressed as a base shape $\bar{x}$ and a linear combination of shape vectors $\Phi$, denoted by

$$X = T_t(\bar{x} + \Phi b),$$  \hspace{1cm} (2)

where the coefficients $b = (b_1, ..., b_m)^T$ are the shape parameters. The shape model is normally computed from training data consisting of a set of images with the shape points marked manually. To obtain the base shape $\bar{x}$ and the shape variation $b$, the Procrustes alignment algorithm and Principle Component Analysis (PCA) are commonly used and also adopted here. To align the orientation and face scale, transformation $T_t$ is introduced to cover these properties and it represents a similarity transform with the parameter $t$.

The CLM application is novel to the discomfort detection for infants with the described challenging conditions (pacifiers, no eyeballs). Hence, the fitting of the model is crucial. To fit the shape model to an image, a response map of each patch model is obtained by an exhaustive local search for each landmark around an initial shape using a feature detector. Then the shape parameters $b$ are optimized by criteria that jointly maximize the detection responses over all the landmarks. In our system, we adopt the optimization strategy based on subspace-constrained mean-shifts, proposed by Saragih et al. [8]. An example of an original frame and a corresponding aligned face shape by CLM are shown in Fig. 2(a) and Fig. 2(b).

2.2 Discomfort Detection

Discomfort detection is performed in two steps: feature extraction and feature classification. These steps are described below.

Feature Extraction

Once the shape model is aligned to the image by CLM, facial features can be obtained based on similarity-normalized shape and SAPP defined by Lucey et al. [4]. SAPP refers to the face appearance after the removal of the rigid geometric variations and scale. This is achieved by warping the pixels of characteristic regions of the facial image into the similarity-normalized shape. A corresponding SAPP obtained from the face shape of Fig. 2(b) is displayed in Fig. 3(a). However, if the face is not frontal, the CLM fitting for the occluded face is not sufficiently accurate (see e.g. Fig. 2(c) and Fig. 2(d)). As a consequence, a distorted SAPP is obtained by the misalignment of the face shape (Fig. 3(b)). For the automated detection system, our contribution is to improve the robustness in applying the CLM when the faces are partly occluded. The
Figure 2. (a) Frame of the original video with frontal face; (b) Detected face shape of (a); (c) Frame of the original video with head rotation; (d) Detected face shape of (c);

Figure 3. (a): SAPP of the image shown in Fig. 2(a). (b): Distorted SAPP caused by face shape misalignment of the image shown in Fig. 2(d). (c): Restored SAPP of (b)

appearance in Fig. 3(b) is containing distortions at the wrinkles at the right eye and right side just above the mouth. In order to remove such errors, we create a frontal face orientation, and mirror the pixels from its visible part to the area where the face is occluded, thereby exploiting the symmetry of the face. This leads to a better restored SAPP, of which an example of is shown in Fig. 3(c).

ELBP is shown to have a very good performance on face recognition [9] [2]. Therefore, we extract ELBP features on SAPP for discomfort detection in our system. For ELBP calculation, the neighborhood pixels of the center pixel are defined as an ellipse with minor radius 1 in the vertical direction and major radius 2 in the horizontal direction around that pixel. The ELBP is calculated by comparing the gray value of the center pixel with the surrounding neighborhood pixels, as specified below:

\[
ELBP(x) = \sum_{i=1}^{P} d(g_i - g_c)2^{i-1}.
\] (3)
Here parameter P denotes the number of the neighborhood pixels and $g_c$, $g_i$ denote the gray values of the center pixel and the neighborhood pixels, respectively. The binary output function $d$ is defined by

$$d(g_i - g_c) = \begin{cases} 
1, & \text{for } (g_i - g_c) \geq 0; \\
0, & \text{for } (g_i - g_c) < 0. 
\end{cases} \quad (4)$$

### Feature Classification

SVM has been demonstrated to be useful in a number of facial recognition and expression recognition tasks [10]. This classifier defines the optimal hyperplane by maximizing the margin between positive and negative samples for a specified class. For detecting discomfort, we train an SVM with a linear kernel to distinguish discomfort from comfort, based on ELBP features extracted from SAPP, as described above, with the LIBSVM library [11]. The combination of the previous algorithm steps enables automated discomfort detection.

## 3 Experiments

In this section, we first introduce the databases used for training and testing our system. Then we describe the applied evaluation metrics. Finally, we present key performance parameters: accuracy, specificity and sensitivity for face detection and discomfort detection in our system.

### 3.1 Database

For training the discomfort classifier, we re-use the database from Fotiadou et al. [2]. This database consists of 15 videos of 8 infants, 5 displaying comfort, 1 discomfort and 9 videos containing both. Each video has a frame rate of 25 frames per second with a resolution of $1920 \times 1080$ pixels, which is denoted as Database I. For the purpose of testing, we also use a database of 106 videos from 38 infants that have been recorded at the Maxima Medical Center (MMC), Veldhoven, the Netherlands, by Slaats et al. [5]. Videos of the faces of infants experiencing pain resulting from various interventions, like a heel prick, placing an intravenous line, a venipuncture, a vaccination or from post-operative pain, are recorded. However, this database includes various children and situations, such as premature neonates, infants with tubes and pacifiers, and occlusions on the face. Therefore, we choose a collection of 13 videos from 11 infants without occlusion of the face, which we call Database II. From the 13 videos, 5 videos display discomfort, 7 videos display comfort and 1 video displays both. Each video has a frame rate of 30 frames per second and a spatial resolution of $1280 \times 720$ pixels. A description of both datasets is shown in Table 1. Examples of video frames from both databases are portrayed by Fig. 4.

![Figure 4. Examples of frames from Database I and Database II.](image-url)
Table 1. Database descriptions

<table>
<thead>
<tr>
<th>Database</th>
<th>Infants</th>
<th>Videos</th>
<th>Total Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database I</td>
<td>8</td>
<td>15</td>
<td>43,823</td>
</tr>
<tr>
<td>Database II</td>
<td>11</td>
<td>13</td>
<td>13,917</td>
</tr>
</tbody>
</table>

Figure 5. (a) Manually labeled ground-truth image; (b) Detected face surrounded by a rectangle.

3.2 Evaluation Results

We evaluate our system in two aspects: face detection rate and discomfort detection rate. For face detection, we consider a detection to be correct when a rectangle encompassing the face mesh fitted in the image has a 70% overlap area with the rectangle in the ground-truth image. A ground-truth image has a manually annotated rectangle encompassing the eyes, nose and mouth. Fig. 5 shows an example of a manually labeled ground-truth image and a face mesh surrounded by a rectangle.

For discomfort detection, we evaluate the SVM classifier based on single frames. For each video frame in the database, the ground-truth of discomfort is provided by nurses from the Veldhoven MMC, who are experienced in giving pain scores. The performance of discomfort detection is obtained by comparing the output of the SVM classifier with the ground-truth. To measure the performance, we calculate accuracy, specificity and sensitivity of the classification results.

3.2.1 Face Detection

The Viola-Jones detector is trained with 25 infants from the database obtained by Slaats et al. [5], excluding the infant videos we use from Database II. Table 2 shows the performance of our CLM-based face detection system evaluated with Database I and Database II. In this table, “total frame” means all frames of each dataset, and “output frames” means frames with a face mesh detected by the face detection stage. It shows that the true detection rate over all frames is 70.9% and 81.5%. However, more importantly, the rate of true detection over the output from the CLM-based face detector is 91.6% and 96.9% for Database I and Database II, respectively.

3.2.2 Discomfort Detection

We have used infants included in Database I proposed by Fotiadou et al. [2] for training the discomfort detection classifier. For testing the performance of the discomfort detection, we apply infant videos from Database II. These infants are all unseen subjects to our discomfort classifier. Table 3 shows the performance of ELBP features extracted from SAPP for discomfort detection evaluated with Database II without face interpolation. It can be observed that our system achieves an accuracy of 84.3%, with a
Table 2. Performance of CLM-based face detection evaluated with Database I and Database II.

<table>
<thead>
<tr>
<th></th>
<th>Database I</th>
<th>Database II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Frames/Total Frames</td>
<td>77.1%</td>
<td>84.3%</td>
</tr>
<tr>
<td>True Detection/Total Frames</td>
<td>70.9%</td>
<td>81.5%</td>
</tr>
<tr>
<td>True Detection/Output Frames</td>
<td>91.9%</td>
<td>96.9%</td>
</tr>
</tbody>
</table>

Table 3. Performance of CLM-based ELBP+SAPP features evaluated with Database II.

<table>
<thead>
<tr>
<th>Database II</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>84.3%</td>
<td>82.4%</td>
<td>84.9%</td>
</tr>
</tbody>
</table>

Table 4. Comparison of ELBP+original SAPP and ELBP+mirrored SAPP.

<table>
<thead>
<tr>
<th></th>
<th>ELBP+original SAPP</th>
<th>ELBP+mirrored SAPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>73.8%</td>
<td>77.4%</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>85.6%</td>
<td>89.4%</td>
</tr>
<tr>
<td>Specificity</td>
<td>67.7%</td>
<td>70.8%</td>
</tr>
</tbody>
</table>

sensitivity of 82.4% and a specificity of 84.9% for unseen infants for discomfort detection. In order to evaluate the impact of face interpolation, we have manually chosen 3 videos of 2 head-rotated infants from Database II with a total of 2,010 frames, containing significant head rotations and movements. These videos form a worst-case test. This explains the lower performance scores in Table 4, which also shows that, with face interpolation, the accuracy increases by 3.6%, sensitivity by 3.8%, and specificity by 3.1%.

4 Conclusion

In this paper, we have proposed an automated and person-independent system to detect discomfort for infants. The proposed algorithm exploits CLM for infant face detection in a robust way without any prior knowledge. The robustness improvement is achieved by (1) training the CLM with a generic model that is person-independent, and (2) by solving misalignment errors in the model via face mirroring. The improved robustness brings the practical use of the system in a hospital environment where infants come and leave continuously, closer to reality. The system can detect discomfort with a score of an accuracy of 84.3%, a sensitivity of 82.4%, and a specificity of 84.9% for Database II, however, these numbers were not yet obtained for the full algorithm. False positives and false negatives for discomfort classification are mainly due to the misalignment of the fitting face shape to the image. With face interpolation, the system is more robust to head orientation. In near future, we will experiment on larger datasets, and extend the system to gastro-esophageal reflux disease patients, in order to assist the diagnosis procedure with our classification results.
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Abstract

Neurodynamics is poorly understood and has raised interest of neuroscientists over the past decade. When a brain pathology cannot be described through structural or functional brain analyses, neurodynamics based descriptors might be the only option to understand a pathology and maybe predict its symptomatic evolution. For example, adolescents or adults with autism have shown mixed results when their intrinsic structural and functional connectivity parameters in the brain at rest were assessed. To visualize neurodynamics parameters we use wavelet coherence maps, which show when and at which frequency two large-scale resting-state networks (RSNs) co-vary and display phase-locked behavior. Here the wavelet-based coherence coefficients are extracted from fMRI of adolescents with and without autism. More specifically, we introduce a novel metric: ‘time of in-phase coherence’ between pairs of resting-state networks. Results show that wavelet coherence maps can be used as neurodynamics maps, and that features such as ‘time of in-phase coherence’ can be calculated between pairs of resting-state networks. This wavelet-based metric shows actually weaker coherent patterns between the ventral stream and the executive control network in patient with autism.

1 Introduction

Wavelet transform and its cross-spectrum have been introduced in signal processing in the early 90’s by Daubechies [1]. Its use is diverse. Usually it is applied as a filter tool, for compression, or transient detector in case of seizure pattern recognition in epilepsy for example [2]. Several trials have been done to assess brain signals in the frequency and time domain simultaneously – for observing transient or dynamic properties of a signal. However, as for the example of epileptic seizures, in neuroscience, researchers have focus on EEG signals. To our knowledge, only few studies were undertaken using fMRI-based wavelet scalograms (wavelet transform coefficient, or power, displayed in time-frequency space) [3, 4]. It has however been shown using wavelet-based metrics that resting-state fMRI BOLD signals undergo transient phases, and that the hypothesis of non-linearity of the fluctuation of the brain at rest is supported [5].
It remains unclear, though, whether in time series of larger scale of neuronal populations, such as resting-state networks, fluctuations display temporal correlations at different scale (periods), and whether these neurodynamics patterns differ from one population to another. Here, we study the correlation matrices in terms of wavelet coherence maps between pairs of RSN time-series. Wavelet coherence is an interesting measure first applied in geophysics by Torrence and Compo (1998)\cite{6}, extracted from wavelet transform and the cross-spectrum between two time series. With such maps, one can look at correlation coefficient matrices (time x frequency) showing phase-locked behavior (when adding cross-wavelet phase information). Hence, significant ‘areas’ in a wavelet-coherence scalogram based on RSN time series can reveal when and at which frequency two RSNs are correlated, and whether these correlations are in phase or anti-phase or even in between, i.e, in a sense of one RSN signal leading or lagging behind another. This provides us neurodynamics descriptors in a sense of causality.

We extract coherence maps from resting-state networks of adolescents with an autism spectrum disorder (ASD). As compared to their age- and IQ-matched typically developing peers (or controls), adolescents with autism displayed a less coherent covariation between the ventral stream and executive control network. The method used for extracting wavelet-based coherence descriptors and the results when applied upon the autistic brain are described in the following sections.

2 Methods

2.1 Resting-state ICA time series extraction

In order to conduct the wavelet-coherence-based analysis using resting-state time series, we first extract spatial RSN maps, using a group Independent Component Analysis (gICA) on resting-state fMRI preprocessed dataset. Then, a dual-regression is used to extract subject-specific RSN time series\cite{7}. Finally we selected the most relevant RSNs, using an in-house built ‘godness-of-fit’ MatLab (The MathWorks, Inc., Natick, Massachusetts, United States) function and the resting-state networks NIfT template from Smith et al. (2009)\cite{8}.

2.2 Wavelet Coherence and time of in-phase coherence

Using the aforementioned selected RSN time series, one can build wavelet coherence maps between pairs of the time series. These maps represent localized correlation between two time series in the frequency (scale) and time space, also called scalograms. More details of how wavelet-coherence scalogram are constructed can be found in Torrence and Compo’s paper (1998)\cite{6}. Briefly, they define

$$R^2(s, t) = \frac{\|s^{-1}W^{XY}(s, t)\|^2}{(s^{-1}|W^X(s, t)|^2)(s^{-1}|W^Y(s, t)|^2)}$$  \hspace{1cm} (1)

as a measure of coherence between two signals X and Y in the wavelet domain, i.e., after a wavelet transform $W^X(s, t)$ and $W^Y(s, t)$ was applied on the signals. As a cross-correlation, or a cross-spectrum in the Fourier space, we can extract the wavelet
cross-spectrum between the two signals, resulting in \( W^{XY}(s, t) = W^X(s, t). W^Y*(s, t) \) (* denotes the conjugate). The operator \( \langle \rangle \) denotes the smoothing factor (in frequency and time) applied to reduce the edge effects.

Also, as we use the complex Morlet wavelet, the phase difference between X and Y is calculated with \( \arg(R^2(s, t)) = \tan^{-1}(\text{Im}(W^{XY})/(\text{Re}(W^{XY})). \) When applied on pairs of RSN time series, subject-specific wavelet-coherence scalograms are extracted (Figure 1).

By combining the wavelet-coherence definition (1) and the phase information given by \( \arg(R^2(s, t)) \) we measure the average of time of in-phase coherence per scale (or periods) \( c(s) \) as below.

\[
c(s) = \frac{100}{N} \sum_{t=1}^{N} I\{R^2(s, t) > a_{95}\}. I\{-\frac{\pi}{4} < \arg(R^2(s, t)) > \frac{\pi}{4}\} \]  

(2)

Here, \( I\{\} \) is 1 if the condition between brackets is true, and 0 otherwise. The level of statistical significance is estimated using Monte Carlo methods with 1000 surrogate data set pairs (red noise background; more details in [9]). This metric in % (of total scan time N) is then used to assess brain dynamics between RSNs among frontotemporal networks and the default mode network of adolescents with autism.

## 3 Experimental results

### 3.1 Participants and Data acquisition

15 adolescents with ASD and 18 age- and IQ-matched controls participated in this study. Due to signal distortions caused by their braces, 2 participants with ASD and 5 control individuals were excluded from data analysis. Further in the study, an adolescent with ASD is also excluded because of a bad registration during the preprocessing of the resting-state fMRI data. In both groups participants’ age ranged between 12 and 18 years old with an average of 15.3 and 14.5 years of age for ASD and controls respectively. Written informed consent was also obtained from the next of kin, caretakers, or guardians on behalf of the adolescents enrolled in this study. The study protocol was approved by the Medical Ethical Commission of the Maastricht University Medical Center (MUMC).

MRI was performed on a 3.0-Tesla unit (Philips Achieva) equipped with an 8-channel receiver-only head coil. For anatomical reference, a T1-weighted 3D fast (spoiled) gradient echo sequence was acquired with the following parameters: repetition time (TR) 8.2 ms, echo time (TE) 3.7 ms, inversion time (TI) 1022 ms, flip angle 8°, voxel size 1x1x1 mm3, field of view (FOV) 240x240 mm2, 150 transverse slices. Then, resting-state fMRI data was acquired using the whole brain single-shot multi-slice BOLD echo-planar imaging (EPI) sequence, with TR 2 s, TE 35 ms, flip angle 90°, voxel size 2x2x4 mm3, matrix 128x128, 32 contiguous transverse slices per volume, and 210 volumes per acquisition; resulting in total a resting-state acquisition of 7 minutes. For the resting-state scan, participants were instructed to lie with their eyes closed, to think of nothing but not to fall asleep. Two resting-state scans were acquired with a memory task-based fMRI in between.
3.2 Preprocessing and RSN time-series extraction

In order to extract subject-specific RSN maps, and their associated time-series, a gICA is conducted. First the following preprocessing steps are applied, using FEAT a software from FMRI Software Library (FSL; www.fmrib.ox.ac.uk/fsl): discard of the first 3 volumes (= 6 s) allowing the magnetization to reach equilibrium; rigid-body motion correction; non-brain tissue removal; slice-timing correction; registration to the Montreal Neurological Institute (MNI) standard space (2 mm isotropic); spatial smoothing using a Gaussian kernel of 4.0 mm full-width at half-maximum (FWHM); grand-mean intensity normalization; and high-pass temporal filtering at 100 s (0.01 Hz). Then, using the FSL MELODIC tool, a temporally concatenated probabilistic ICA was applied upon all participant's fMRI scans, resulting in 34 independent component maps (our RSNs). Finally, we extracted 11 subject-specific relevant RSN maps, and their associated time-series using the method described in section 2.1. Spatial maps of these 11 relevant RSNs are available in the technical report [10]. Furthermore, based on prior results of the spatial and dynamic RSN connectivity [10,11], we only included network encompassing mostly frontal and temporal cortices, namely, the ventral stream (VENT) network, the control-executive network (EXE), the default-mode network (DMN), and the auditory system (AUDI). Figure 1 shows these three RSN activation maps.

![Figure 1. Four fronto-temporal relevant components. The ventral stream (VENT), executive (EXE), and default mode network (DMN) were extracted from group-IC maps overlaid in color on the MNI standard brain (2x2x2mm). Colorbar is thresholded between 3 and 15 (z-score). MNI coordinates are in mm. The left hemisphere corresponds to the right side in the images (radiological convention).](image)

With the dual-regression method implemented in FSL [7], we extracted from the RSNs (Figure 1) a subject specific RSN time series. By using this time series one can conduct a wavelet analysis as explained in the next section.
3.3 Wavelet transforms, cross-spectrum, and coherence

Wavelet coherence maps, or scalograms, are calculated using the method and toolbox from Grindsted et al., (2004) [9] (http://www.glaciology.net/wavelet-coherence). We use the complex Morlet wavelet as it has best Fourier period-wavelet scale ratio of 1.03 (wavelet scale ≈ Fourier period), which helps interpreting results in frequency domain. Also, it is a complex wavelet and therefore gives us phase information, and it allows us to have directionality in the dynamic between signals (in-phase, leading, lagging, or anti-phase).

Figure 2. Example of wavelet scalograms. Continuous wavelet transform on two resting-state signals: default mode network (top-left scalogram) and auditory system (top-right scalogram), and their cross wavelet transform (middle scalogram), and wavelet coherence (bottom scalogram) for the 1st scan of the 6th ASD subject. Arrows in the middle scalogram represent phase lags between the two signals. An arrow pointing to the right means that the signals are in-phase; pointing to the left: anti-phased; 90° downward: DMN leads AUDI; and 90° upward: AUDI leads DMN. This is also marked with colors in the coherent areas of the WTC, when taking the four phase difference ranges (in rad.): [0 ± π/4]; [π ± π/4] ; [-π/2 ± π/4]; [π/2 ± π/4]. For each scalogram, x-axis is time space, y-axis is scale space (in Fourier periods).

We obtained scalograms of in-phase wavelet-coherence (Figure 1, bottom scalogram, red area), for each subject and for each pair of relevant RSN time series. The ration of the red area over the full time length (7 min) of a row (a specific period) of these wavelet-coherence scalograms represents our time of in-phase coherence (in % of scan length).
Figure 3 represents for each group the group-averaged time of in-phase coherence per period, or \( \left( \frac{1}{N_{\text{asd/con}}} \right) \sum_{i=1}^{N_{\text{asd/con}}} c(s)_{i, \text{asd/con}} \) where \( c(s)_{i, \text{asd/con}} \) is the time of in-phase coherence (2), at the scale \( s \), for the \( i \)th subject with ASD \((i_{\text{asd}})\) or control \((i_{\text{con}})\); and \( N_{\text{asd/con}} \) is the sample size for ASD or controls (here, \( N_{\text{asd}} = 12; N_{\text{con}} = 12 \)). These group-based measures of coherence are also repeated upon the second resting-state scan.

Figure 3. Average for ASD and controls, of their time of in-phase coherence (in % of scan time, Y-axis) per period (X-axis) for the pairs of networks: A) EXE-VENT, B) EXE-AUDI, C) EXE-DMN, D) VENT-AUDI, E) VENT-DMN, and F) DMN-AUDI. Blue lines are for controls and red lines for ASD participants. Crossmarks are for the 1st scan whereas circle represent the 2nd scan.
The main result in Figure 3 is that ASD adolescents show less correlation between two network time series EXE and VENT for a wide range of periods (from 8 s to 32 s, Figure 3.A). This reflects our previous findings in the report [10], where it is described that, using multivariate conditional Granger causality (measure of directed causality between multiple signals), these two networks presented a weaker effective connectivity in the direction VENT -> EXE. These two networks encompass brain areas coding for emotional processes, social interaction and executive function (cognition or behavioral outcome) – brain functions known to be a weak point in ASD.

4 Conclusion

Using the well-described wavelet coherence upon fMRI brain signals, we can visualize localized correlations in time and frequency space, between two functional networks. We present a metric of average time of in-phase coherences and show that this could have future application in assessing neurodynamics, and gain knowledge in the transient properties of large-scale network oscillations.

Also, our features of average time of coherence can potentially describe and possibly even diagnose a chronic or a developmental brain disorder where structural and functional connectivity maps are incapable of distinguishing patients from healthy controls.

Here we apply wavelet coherence upon functional networks extracted from an ICA decomposition using resting-state fMRI of adolescents with and without ASD. Results show that two networks coding for executive function and emotional processes display discrepancies between ASD and control adolescents. Finally other measures such as time of anti-phase coherences, or occurrences of continuous coherences per frequency can be worth investigating, especially concerning their role as brain dynamics descriptors for classifying/diagnosing a pathology.
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Abstract

Tapping with your finger on any place on your mobile device is a promising candidate for enhanced interaction between users and their mobile device. So far the touchscreen and the accelerometer are commonly used to infer finger tap events. However, the touchscreen consumes a significant amount of power and is not always accessible (i.e., when device is used as running assistant). The accelerometer can be power efficient but can’t differentiate well between a variety of contexts and positions. To address these limitations, we present TouchSpeaker, a novel technique for finger tap detection on mobile devices using the built-in speakers as primary sensors. We show that a combination of the speakers with other built-in sensors can distinguish between 9 different tap events with an accuracy of 98.3%, outperforming the state of the art. In addition, a robust version is implemented resulting in a false positive rate below 1%. For power constrained devices, we propose a configuration consisting of only the speakers and the accelerometer, achieving an accuracy of 95.3%.

1 Introduction

1.1 Problem statement

Nowadays, most people use the touchscreen to interact with their mobile device. However, imagine you want to interact with your mobile device when it is in the pocket or use it as a running assistant. In these cases, the touchscreen is not directly accessible or easy to use. Finally, to provide a desired action on a device from standby mode, the user usually needs to wake up the screen, unlock the device and navigate to the target application, which introduces a significant overhead. Tapping with your finger on any place on the device provides a solution to these problems. It allows users to interact with their device in a fast way without looking at it.

1.2 Earlier work

Earlier work in tap detection makes use of various mobile device’s built-in sensors [1, 2]. Harisson et al. presented TapSense, a system that is able to identify whether the user interacts with the tip, pad, nail or knuckle [3]. The work relies on the unique acoustic signatures of these different parts of the finger when striking a touch surface. Both touchscreen and microphone should be on, resulting in significant power consumption. Next to this, McGrath et al. use the motion sensors to detect side taps and infer their location [4]. By probabilistically combining the estimate of the hand posture and tap location, an accuracy up to 97.3% is obtained. However, this method doesn’t work in
situations where the mobile device can’t move in the direction of the tap, because in that case there is no excitation observed in the motion sensors (i.e., tap on front when device is on table). Finally, Zang et al. combined the microphone, gyroscope and accelerometer to develop BeyondTouch, an application that extends the input experience by sensing one-handed, two-handed and on-table interactions [5]. Although a back tap can be detected with 97.92% accuracy in the one-handed scenario, a reduction in performance of the algorithm in real life is expected since no negative data (examples of no-taps) was included in the data set.

This paper introduces TouchSpeaker, a novel technique for finger tap detection using the built-in speakers as primary sensors. Speakers used as sensors (i.e., as microphones) can overcome the aforementioned limitations; these are passive devices, consuming no power for sensing. Furthermore, the mass of the diaphragm (shown in figure 1) is higher than the one in the microphone, resulting in a higher sensitivity for lower frequencies. These frequencies contain most of the information in a tap, as illustrated in figure 2. Finally, in contrast to the accelerometer, the speaker generates an excitation for every physical interaction, even when the device is on a flat surface. To increase the accuracy and the robustness to a level beyond the state of the art, the speakers are fused with other built-in sensors.

Section 2 outlines the chosen approach to exploit the speakers as primary sensors and the combination with other built-in sensors. The results of the designed framework are presented in section 3. Section 4 describes the conclusions of this work.

2 Approach

2.1 Framework

In this section, we explain the design of the framework. The architecture is depicted in figure 3. The experimental setup contains a mobile device and a computer. Assume as an example that the user holds the device in his left hand and performs a tap on the top of the screen with the index finger of his right hand. The mobile device acquires data from the speakers and other built-in sensors in frames of 0.5 seconds and sends them to the computer. If the signal in one of the speakers exceeds the detection threshold (based on a moving average), the computer extracts characteristic features for each sensor in that frame and combines them using feature level fusion [7]. In the next step, the most relevant features are chosen using a feature selection method. The classifier
uses these to determine the context and the position of the tap, which can lead to a useful action on the device (e.g., take a selfie).

![Figure 3: Structure of designed framework](image)

**2.2 Implementation**

**Data recording** Table 1 shows the set of finger tap events that TouchSpeaker supports. All events (except no-tap) require physical interaction with the device. This means that taps on the surface next to the device (e.g., when on table) are rejected, because it is too difficult for the classifier to distinguish between taps on the device and taps next to the device. Furthermore, when multiple devices on a table run TouchSpeaker, all of them would unintentionally trigger an action when a tap is performed. Tap events can be useful in a variety of scenarios:

- take a selfie: touching a button on the screen when taking a selfie can be uncomfortable. A more convenient way to do this is by tapping on the back of the device.

- reject a call: you are in a meeting and the device in your pocket starts ringing. Taking out the device, mute it, and put it back can be cumbersome. By tapping on the pocket, you can reject the call without even looking at the phone.

An HTC One M7 is used as mobile device. Since a protective case around the device influences the acoustic signature of a tap, data is extracted with no case, a back case and a flip case. For each type of case, 10 participants were recruited. Every person performed 10 taps per finger tap event and per case, resulting in a total database of $3 \times 10 \times 10 \times 9 = 2700$ taps. Both positive (i.e., taps) and negative instances (i.e., no-taps) were included in the database. Examples of no-taps include: inserting the connector for charging, putting the device in the pocket, placing an object next to the device when it is on table. No feedback was given during the data extraction to ensure no change in the tapping behavior of the participants.

**Features** An overview of the features is presented in table 2. Both time and frequency domain features are considered. After extracting 36 features in total, they are combined into one large feature vector. Feature selection is performed in the software workbench WEKA [8], using a filter based approach and the information gain measure as evaluator of each candidate subset.

**Classification** TouchSpeaker is equipped with a Support Vector Machine (one versus all strategy, radial basis function kernel), Decision Tree (maximal 40 splits) and Random forest (with 100 decision trees) as supervised classification algorithms. They
Table 1: Overview of possible finger tap events

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Device</th>
<th>Tap Orientation</th>
<th>Position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table</td>
<td>Front</td>
<td>Top</td>
<td>Top</td>
</tr>
<tr>
<td></td>
<td>Front</td>
<td>Bottom</td>
<td>Bottom</td>
</tr>
<tr>
<td></td>
<td>Back</td>
<td>Top</td>
<td>Top</td>
</tr>
<tr>
<td></td>
<td>Back</td>
<td>Bottom</td>
<td>Bottom</td>
</tr>
<tr>
<td>Hand</td>
<td>Front</td>
<td>Top</td>
<td>Top</td>
</tr>
<tr>
<td></td>
<td>Front</td>
<td>Bottom</td>
<td>Bottom</td>
</tr>
<tr>
<td></td>
<td>Back</td>
<td>Top</td>
<td>Top</td>
</tr>
<tr>
<td>Pocket</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No-tap</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 2: Overview of sensors and features

<table>
<thead>
<tr>
<th>Sensor</th>
<th>#Feat.</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Top &amp; bottom Speakers</td>
<td>18</td>
<td>Difference amplitude, energy in tail, cumulative density function of frequency response</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>13</td>
<td>Amount of peaks, sign of peaks, energy</td>
</tr>
<tr>
<td>Orientation</td>
<td>4</td>
<td>Energy in pitch</td>
</tr>
<tr>
<td>Light</td>
<td>1</td>
<td>Mean</td>
</tr>
</tbody>
</table>

Table 3: Accuracy and complexity of classifiers

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Accuracy(%)</th>
<th>Complexity(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10-fold CV</td>
<td>LOUO CV</td>
</tr>
<tr>
<td></td>
<td>Training</td>
<td>Testing</td>
</tr>
<tr>
<td>SVM</td>
<td>96.2</td>
<td>91.4</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>92.7</td>
<td>88.3</td>
</tr>
<tr>
<td>Random Forest</td>
<td>98.3</td>
<td>95.8</td>
</tr>
</tbody>
</table>

Table 4: Accuracy and complexity of classifiers

3 Experimental Results and Discussion

This section presents the results of the designed framework. Accuracy is reported as the sum of the correctly classified instances over the total amount of instances.

3.1 General performance

Table 3 shows the accuracy and complexity of the different classifiers. All sensors are used together and no feature selection is performed. The complexity of the training and testing phase (i.e., classifying a new instance) is measured using Matlab Profiler [9]. Although the Random Forest takes most time to classify a new unseen instance based on the built model, it achieves the best results. Therefore, this classifier will be analyzed in the remainder of this section.

Table 4 presents the $9 \times 9$ confusion matrix $C$ using 10-fold cross validation for all possible events. The abbreviations in the table originate from the concatenation of
scenario, orientation and position (i.e., TFT stands for Table-Front-Top, NT for No-
Tap). There is most confusion observed between taps and no-taps, shown in the last row and column of the matrix. This is due to the high similarity between taps on the device when on table and taps next to the device which are included as negative instances. Common measures used to analyze this in binary classification are the false positive rate (FPR) and false negative rate (FNR). Since we are dealing with a multi-class problem, these measures are defined here as follows (\( M = 9 \)):

\[
FPR = \frac{\sum_{j=1}^{M-1} C(M, j)}{\sum_{j=1}^{M} C(M, j)}, \quad FNR = \frac{1}{M-1} \sum_{i=1}^{M-1} \frac{\sum_{j=1}^{M} C(i, j)}{\sum_{j=1}^{M} C(i, j)}
\]

(1)

The FPR examines the amount of no-taps that are classified as any kind of taps whereas the FNR investigates the amount of any kind of taps that are classified as no-taps. Since incorrectly classifying no-taps as taps is perceived worse than vice versa, we will focus here on the FPR, which amounts to 6.0% in this confusion matrix.

<table>
<thead>
<tr>
<th>Predicted Tap Event</th>
<th>TFT</th>
<th>TFB</th>
<th>TBT</th>
<th>TBB</th>
<th>HFT</th>
<th>HFB</th>
<th>HBT</th>
<th>P</th>
<th>NT</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>98.7</td>
<td>1.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>TFB</td>
<td>1.3</td>
<td>97.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>TBT</td>
<td>0</td>
<td>0</td>
<td>98.3</td>
<td>1.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TBB</td>
<td>0</td>
<td>0</td>
<td>0.7</td>
<td>99.3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HFT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>99.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HFB</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100.0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HBT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>99.0</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>NT</td>
<td>1.0</td>
<td>2.0</td>
<td>0.6</td>
<td>1.0</td>
<td>0.7</td>
<td>0</td>
<td>0.7</td>
<td>94.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Confusion matrix using 10-fold cross validation

Furthermore, there is also confusion observed between taps at the top and at the bottom when the device is on the table. This can be explained by the distinct acoustic signature of the surface. Depending on the type of the surface and the exact position of the phone on this surface, a different speaker signal is observed. This is illustrated in figure 4. This was less visible for taps with a back case or flip case, because of the damping caused by the case. If the aim is to detect only taps in the hand and in the pocket, an accuracy of 99.8% and 97.5% is accomplished using 10-fold cross validation and LOUO cross validation respectively.

### 3.2 Improvement in robustness

Two approaches are used to lower the false positive rate and increase the robustness. Cost-sensitive classification assigns a relative higher cost to false positives compared to other errors (i.e., non-diagonal elements in the first 8 rows of the confusion matrix), making it more costly to classify a no-tap as a tap. Figure 5a shows that the FPR can
be reduced to 2.3% with an increased FNR of 1.3%, at a relative cost of 15. Another possibility is to use the posterior probability, which is defined as the probability of the classes, given the outcome of the classifier for a particular instance. Decisions are rejected (i.e., classify as no-taps) when the posterior probability of the class of the outcome falls below a specified threshold. Figure 5b illustrates that a FPR below 1% can be achieved at a threshold of 0.7. The downside is the removal of a significant portion of correctly classified taps, which results in a larger FNR of 7.3%. At a threshold of 0.5, the FPR equals 2.3% with a FNR of 1.0%, which means that posterior probability rejection leads to better results than cost-sensitive classification.

Figure 5: Techniques for reduction of the false positive rate

3.3 Optimal parameter selection

We can achieve 98.3% accuracy using all the sensors in this framework. The downside is the significant power consumption for sensing and processing. We found out that a
combination of the speakers and the accelerometer leads to 97.9% accuracy. This shows that the other sensors don’t provide a lot of extra information. In terms of sensing, the speaker consumes no power and the accelerometer can be made very power efficient. The processing power is also reduced, since less features need to be computed.

To investigate the optimal set of features and the amount of trees in the Random Forest, the performance is tested for a variety of parameters. Figure 6 presents the results. The figure on the left shows the accuracy versus the amount of features for both evaluation methods. These features are selected using feature ranking using the information gain as evaluator. The biggest improvement is observed in the first 10 features, which are responsible for up to 91% accuracy. With 20 features, an accuracy of 95.5% is achieved.

The figure on the right illustrates the dependency of the accuracy on the amount of trees. Using a low amount of trees results in a low training error but a high generalization error (high risk of overfitting). By using more trees, the generalization error can be reduced. It is clear that using more than 30 trees is not needed, since it increases the complexity without a significant improvement in accuracy. For 10 decision trees, we get an accuracy of 97.3%. 30 decision trees can improve the accuracy to 98.0%.

From these experiments, we conclude that 20 features and 30 decision trees lead to excellent results with low complexity. For resource constrained-devices, we opt for a configuration of 10 features and 10 decision trees to ensure acceptable results with minimal complexity. Using the combination of the speakers and the accelerometer in this configuration, an accuracy of 95.3% is achieved.

4 Conclusion

In this paper, a novel technique for finger tap detection is presented. TouchSpeaker exploits the speakers of the mobile device as primary sensors, because of low power consumption for sensing and high sensitivity for tap events. We have shown that a combination of the speakers with other built-in sensors can achieve 98.3% accuracy for 9 different finger tap events. If a restricted set of taps (hand, pocket) is envisioned, an accuracy of 99.8% can be obtained. To improve the robustness of TouchSpeaker, cost-sensitive classification and posterior probability rejection are proposed, leading to a false positive rate below 2.3% and 1% respectively, at the cost of a higher false negative rate. Finally, a low power solution is presented consisting of only the speakers and the accelerometer, resulting in 95.3% accuracy.
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A Non-Convex Approach to Blind Calibration from Linear Sub-Gaussian Random Measurements
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Abstract

Blind calibration is a bilinear inverse problem arising in modern sensing strategies, whose solution becomes crucial when traditional calibration aided by multiple, accurately designed training signals is either infeasible or resource-consuming. We here address this problem for sensing schemes described by a linear model, in which the measured signal is projected on sub-Gaussian random sensing vectors each being affected by an unknown gain. By using multiple draws of the random sensing vectors we are able to solve this problem in its natural, non-convex form simply by projected gradient descent from a suitably chosen initialisation. Moreover, we obtain a sample complexity bound under which we are able to prove that this algorithm converges to the global optimum. Numerical evidence on the phase transition of this algorithm, as well as a practical computational sensing example support our theoretical findings.

1 Introduction

The problem of capturing an unknown input signal under sensing model uncertainties is crucial for modern sensing strategies such as Compressed Sensing (CS), in which these modelling errors inevitably occur in physical (e.g., optical, analog) implementations and have direct impact on signal recovery [1]. However, if both the signal and model error remain fixed during the sensing process the use of random sensing operators in CS suggests that repeating the acquisition, i.e., taking more snapshots under new draws of the sensing model could suffice to diversify the measurements and learn both unknown quantities. We here address the case of sensing a single unstructured vector \( \mathbf{x} \in \mathbb{R}^n \) by collecting \( p \) independent snapshots of \( m \) independent random projections, i.e.,

\[
\mathbf{y}_l = \mathbf{d} \mathbf{A}_l \mathbf{x}, \quad \mathbf{d} := \text{diag}(\mathbf{d}) \in \mathbb{R}^{m \times m}, \quad l \in [p] := 1, \ldots, p, \tag{1}
\]

where \( \mathbf{y}_l = (y_{1,l}, \ldots, y_{m,l})^\top \in \mathbb{R}^m \) is the \( l \)-th snapshot; \( \mathbf{d} = (d_1, \ldots, d_m)^\top \in \mathbb{R}_+^m \) is an unknown, positive and bounded gain vector that is identical throughout the \( p \) snapshots; the random matrices \( \mathbf{A}_l \in \mathbb{R}^{m \times n} \) are independent and identically distributed (i.i.d.) and each \( \mathbf{A}_l \) has i.i.d. rows, the \( i \)-th row \( \mathbf{a}_{i,l} \in \mathbb{R}^n \) being a centred isotropic sub-Gaussian random vector (i.e., \( \mathbb{E}[\mathbf{a}_{i,l}] = \mathbf{0}_n, \mathbb{E}[\mathbf{a}_{i,l}\mathbf{a}_{i,l}^\top] = \mathbf{I}_n \)) such as i.i.d. Gaussian or Bernoulli random vectors (for a thorough introduction, see [2, Section 5.2]).

The bilinear inverse problem of jointly recovering \( (\mathbf{x}, \mathbf{d}) \) is referred to as blind calibration [3, 4] and is especially motivated, but not limited to compressive imaging applications where unknown \( \mathbf{d} \) are associated to positive gains and attenuations in a

*The authors are funded by the Belgian F.R.S.-FNRS. Part of this study is funded by the project ALTERSense (MIS-FNRS).
focal plane array, while the random projections of an image $\mathbf{x}$ are suitably obtained by spatial light modulation injecting the $l$-th sensing operator $A_i$ (e.g., by random convolution with a programmable modulation medium [5–9], albeit losing sub-Gaussianity). Similar model errors concern array signal processing applications as discussed in [10,11]. More generally, the model we will describe can be adapted to any sensing scheme that fits the configuration depicted in Figure 1, i.e., whenever the measurements are obtained as the projection of an unknown input $\mathbf{x}$ (e.g., an image, time-series or channel response) on some sub-Gaussian random sensing vectors $a_{i,l}$ known and injected during the sensing process, so that the $mp$ outputs of this operation impinge on $m$ sensor elements subject to some unknown gain coefficients $d_i$.

In such a context, when inverse problems are formulated to retrieve $\mathbf{x}$ the knowledge of $d$ could critically improve the accuracy of the recovered signal; gaining its knowledge from (1) is typically achieved by the solution of convex or alternating minimisation problems [3, 4, 12] aided by the use of multiple input signals (i.e., $x_l, l \in [p]$) required to be either as independent as possible or to lie in a low-dimensional subspace, instead of randomising the sensing operator itself. More recently, lifting approaches [10,11] have been proposed to jointly recover $(\mathbf{x}, d)$ in (1), as well as more general blind deconvolution models [13, 14]. Their main limitation is in that a semidefinite program is solved to recover a very high-dimensional rank-one matrix $\mathbf{x}d^T$, an approach that becomes quite rapidly computationally unaffordable as $m$ and $n$ exceed a few hundreds.

2 Non-Convex Blind Calibration

The solution we propose is inspired by recent results on fast and provably convergent non-convex approaches to the quadratic inverse problem of phase retrieval [15–17]. We here propose to solve the blind calibration problem of recovering two unstructured vectors $(\mathbf{x}, d)$ in (1) by a non-convex formulation described as follows; since no a priori structure is given on $(\mathbf{x}, d)$ we must operate in an oversampling regime with respect to (w.r.t.) $mp \geq n + m$ and solve

$$
(\hat{\mathbf{x}}, \hat{d}) = \arg\min_{\xi \in \mathbb{R}^n, \gamma \in \Pi_m^+} f(\xi, \gamma), \quad f(\xi, \gamma) := \frac{1}{2mp} \sum_{l=1}^p \|\gamma A_i \xi - \mathbf{y}_l\|_2^2
$$

Figure 1: A general application scheme for (1).
given \( \{y\}_i^{p} \), \( \{A_i\}_i^{p} \) with \( \Pi_m^\alpha := \{ \gamma \in \mathbb{R}_+^m, 1_m^\top \gamma = m \} \) being the scaled probability simplex. The geometry of this problem can be studied by observing the objective \( f(\xi, \gamma) \) with its gradient \( \nabla f(\xi, \gamma) = \left[ (\nabla_x f(\xi, \gamma))^\top (\nabla_\gamma f(\xi, \gamma))^\top \right]^\top \) and Hessian matrix \( \mathcal{H} f(\xi, \gamma) \), all computed in Table 1 for \( p < \infty \). The finite-sample expressions therein are unbiased estimates of their expectation w.r.t. the i.i.d. sensing vectors \( a_{ij} \). There, we evince that the set \( \{ (\xi, \gamma) \in \mathbb{R}^n \times \mathbb{R}^m : \xi = \frac{1}{\alpha} x, \gamma = \alpha d, \alpha \in \mathbb{R} \setminus \{0\} \} \) contains the global minimisers of \( f(\xi, \gamma) \). Moreover \( f(\xi, \gamma) \) is shown to be generally non-convex\(^\dagger\) as there exist plenty of counterexamples \((\xi', \gamma')\) for which \( \mathcal{H} f(\xi', \gamma') \not\succeq 0 \).

We now elaborate on the constraint \( \gamma \in \Pi_m^\alpha \). Firstly, we see that only one minimiser \((x^*, d^*) := (\frac{\|d\|}{m^2} x, \frac{m^2}{\|d\|} d)\) remains for \( mp \geq n + m \), which amounts to the exact solution up to a fixed \( \alpha = \frac{m}{\|d\|} \). Secondly, assuming that \( d \in \mathbb{R}^m_+ \) in (1) is positive and bounded amounts to letting \( d^* \in C_\rho \subset \Pi_m^\alpha, C_\rho := 1_m^\top + 1_m^\top \cap \rho \mathbb{B}_m^\infty \) for a maximum deviation \( \rho > \|d^* - 1_m^\top\|_\infty, \rho < 1 \) (where we denoted the orthogonal complement \( 1_m^\perp := \{ v \in \mathbb{R}^m : 1_m^\top v = 0 \} \) and \( \mathbb{B}_\rho \) the \( \ell_\rho \)-ball in \( \mathbb{R}^m \)). In particular, we can specify \( d^* = 1_m^\top + \omega \) for \( \omega \in 1_m^\perp \cap \rho \mathbb{B}_m^\infty \), as well as \( \gamma = 1_m^\top + \varepsilon \) for \( \varepsilon \in 1_m^\perp \cap \rho \mathbb{B}_m^\infty \) provided that the algorithm solving (2) is so that \( \gamma \) remains in \( C_\rho \). This allows us to recast (2) in terms of the variations \( \omega, \varepsilon \in 1_m^\perp \cap \rho \mathbb{B}_m^\infty \) on the simplex \( \Pi_m^\alpha \).

While applying this constraint to the minimisation of \( f(\xi, \gamma) \) will not grant convexity in the domain of (2), we proceed by defining a *neighbourhood* of the global minimiser \((x^*, d^*)\) as follows. To begin with, we will require a notion of distance, i.e.,

\[
\Delta(\xi, \gamma) := \|\xi - x^*\|^2_2 + \|x^*\|_2^2 \gamma - d^*\|^2_2.
\]

Then, to account for the constraint in the gain domain we define our neighbourhood

\[
\mathcal{D}_{\kappa, \rho} := \{(\xi, \gamma) \in \mathbb{R}^n \times C_\rho \colon \Delta(\xi, \gamma) \leq \kappa^2 \|x^*\|_2^2, \rho \in [0, 1) \}.
\]

Thus, \( \mathcal{D}_{\kappa, \rho} \) is the intersection of an ellipsoid in \( \mathbb{R}^n \times \mathbb{R}^m \), as defined by \( \Delta(\xi, \gamma) \leq \kappa^2 \|x^*\|_2^2 \), with \( \mathbb{R}^2 \times C_\rho \) (and as such is a convex set). While we anticipate that local

\(^\dagger\)It is *biconvex* [11], i.e., convex once either \( \xi \) or \( \gamma \) are fixed.
1: Initialise $\xi_0 := \frac{1}{mp} \sum_{i=1}^p (A_i)^\top y_i$, $\gamma_0 := 1_m$, $k := 0$.
2: while stop criteria not met do
3: \[
\begin{align*}
\mu_\xi &:= \arg\min_{\xi \in \mathbb{R}^p} f(\xi, -v \nabla f(\xi, \gamma_k)) \\
\mu_\gamma &:= \arg\min_{\gamma \in \mathbb{R}^m} f(\xi, \gamma - v \nabla f(\xi, \gamma_k))
\end{align*}
\] \{Line search in $\xi$, $\gamma$\}
4: $\xi_{k+1} := \xi_k - \mu_\xi \nabla f(\xi_k, \gamma_k)$
5: $\gamma_{k+1} := \gamma_k - \mu_\gamma \nabla f(\xi_k, \gamma_k)$
6: $\gamma_{k+1} := P_{C_\rho} \gamma_{k+1}$
7: $k := k + 1$
8: end while

\textbf{Algorithm 1:} Non-Convex Blind Calibration by Projected Gradient Descent.

Convexity can be shown on $D_{\kappa, \rho}$ by testing the projected Hessian matrix against the direction $(\xi - x^*, \gamma - d^*)$, in a fashion similar to [16, Theorem 2.3], this directional local convexity argument is not explicitly used here (it will be reported in an upcoming journal paper [18]); a first-order analysis will actually suffice to prove our main results.

In summary, to solve (2) we will use a two-fold procedure which starts from a carefully chosen initialisation and is followed by a gradient descent algorithm. In more detail, we require an initialisation point $(\xi_0, \gamma_0)$ that lands in a small neighbourhood around $(x^*, d^*)$. Similarly to [15] we see that, at least in the signal domain, initialising $\xi_0$ as in Table 1 grants $E[\xi_0] \equiv x^*$, i.e., asymptotically in $p$ this initialisation is an unbiased estimator of the exact solution we seek. As for the gain domain, for simplicity we let $\gamma_0 := 1_m$ (i.e., $\varepsilon_0 := 0_m$). In Proposition 1 we will see that when $mp$ meets a linear requirement in $n + m$, we can have $(\xi_0, \gamma_0) \in D_{\kappa, \rho}$ for some small $\kappa$.

After this initialisation we run a projected gradient descent to solve (2), as summarised in Algorithm 1. A few simplifications related to (2) are in order: while generally we would need to ensure $\gamma_k \in \Pi_\rho^\perp$, since the optimisation starts on $\gamma_0 = 1_m$ we first project the gradient update in the gain domain as $\nabla f(\xi, \gamma) := P_{1_m} \nabla f(\xi, \gamma)$ (step 5); with the projection matrix $P_{1_m} := I_m - \frac{1}{m} 1_m 1_m^\top$ (see Table 1 for its expression in terms of $\varepsilon, \omega$). Then we apply $P_{C_\rho}$, i.e., the projector on $C_\rho$ ensuring that each $\gamma_k \in C_\rho$ (step 6). Actually, this step is a mere theoretical requirement to prove the convergence of Algorithm 1 to $(x^*, d^*)$; we have observed that, at least numerically, the projected gradient update in step 5: alone suffices since $\gamma_k \in C_\rho$ is always verified in our experiments.

As for the line searches in step 3: of Algorithm 1 they can be solved in closed-form, and are merely introduced to improve the convergence rate w.r.t. a fixed value of $\mu_\xi, \mu_\gamma$. Below, we obtain the conditions that ensure convergence of this descent algorithm to $(x^*, d^*)$ for fixed step sizes $\mu_\xi, \mu_\gamma$.

## 3 Recovery Guarantees

The statements presented below rely on a concentration inequality proved in [18] and reported in Lemma 1, as well as some simple geometry of (2) in $D_{\kappa, \rho}$ (i.e., simple bounds on vector and matrix norms in this neighbourhood). Having assumed that all $mp$ sensing vectors $a_{ij}$ are i.i.d. sub-Gaussian, we report the concentration inequality which allows us to control for $p < \infty$ the matrix norm of a weighted sum of $a_{ij}a_{ij}^\top$. 
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Lemma 1 (Weighted Concentration Inequality). Let \( \{ a_{i,l} \in \mathbb{R}^n : i \in [m], l \in [p] \} \) be a set of random vectors, each formed by \( n \) i.i.d. copies of a sub-Gaussian random variable \( X \) [2, Section 5.2.3] with \( \mathbb{E} X = 0, \mathbb{E} X^2 = 1 \) and sub-Gaussian norm \( \|X\|_{\psi_2} \).

Given \( \delta \in (0, 1) \) and \( t > 1 \) we have, with probability exceeding

\[
1 - C e^{-c \delta^3 mp} - (mp)^{-t}
\]

for some \( C, c > 0 \) depending only on \( \|X\|_{\psi_2} \), that

\[
\frac{1}{mp} \sum_{i=1}^m \sum_{l=1}^p \Theta_i a_{i,l} - I_n \leq \delta \|\Theta\|_{\infty}, \quad \forall \Theta = \{ \Theta_i \}_{i=1}^m \in \mathbb{R}^m
\]

provided \( n \geq t \log(mp) \) and \( mp \geq \delta^{-2}(n + m) \log(\frac{2}{\delta}) \).

We now establish the sample complexity required for the initialisation to lie in \( D_{\kappa,\rho} \) with very high probability for some \( \kappa \) and \( \rho \) fixed by the entity of the model error.

Proposition 1 (Initialisation Proximity). Let \( (\xi_0, \gamma_0) \) be as in Table 1. For any \( \epsilon \in (0, 1) \) we have, with probability exceeding \( 1 - C e^{-c \delta^3 mp} - (mp)^{-t} \) for some \( C, c > 0 \), that \( \|\xi_0 - x^*\|_2 \leq \epsilon \|x^*\|_2 \) provided \( n \geq t \log(mp) \) and \( mp \geq \epsilon^{-2}(n + m) \log(\frac{2}{\epsilon}) \).

Since \( \gamma_0 = 1_m \) we also have \( \|\gamma_0 - d^*\|_{\infty} \leq 1 < 1 \). Thus \( (\xi_0, \gamma_0) \in D_{\kappa,\rho} \) with the same probability and \( \kappa := \sqrt{\epsilon^2 + \rho^2} \leq \sqrt{2} \).

With analogue tools (and more general concentration properties of isotropic sub-Gaussian \( a_{i,l} \) [2, Section 5.2.2]) we are able to state when a single gradient descent step from any \( (\xi, \gamma) \in D_{\kappa,\rho} \) reduces, with very high probability, the distance w.r.t. the global minimum. This requires establishing a regularity condition on the projected gradient \( \nabla^\perp f(\xi, \gamma) := \left[ (\nabla_{\xi} f(\xi, \gamma))^\top (\nabla_{\gamma} f(\xi, \gamma))^\top \right]^\top \) holding uniformly, i.e., for all \( (\xi, \gamma) \in D_{\kappa,\rho} \) (similarly to [15, Condition 7.9]).

Proposition 2 (Regularity condition in \( D_{\kappa,\rho} \)). For any \( \delta \in (0, 1) \) there exist a constant \( \eta \in (0, 1), t > 1 \) and a value \( L < 3(1+\kappa)(4+\|x^*\|_2) \) such that, with probability exceeding

\[
1 - C \left[ m e^{-c \delta^3 \rho} + e^{-c \delta^3 mp} + (mp)^{-t} \right]
\]

for some \( C, c > 0 \), we have for all \( (\xi, \gamma) \in D_{\kappa,\rho}, \rho \in [0, 1) \),

\[
\langle \nabla^\perp f(\xi, \gamma); \left[ \frac{\xi - x^*}{\gamma - d^*} \right] \rangle \geq \frac{1}{2} \eta \Delta(\xi, \gamma)
\]

(Bounded curvature)

\[
\|\nabla^\perp f(\xi, \gamma)\|_2^2 \leq L^2 \Delta(\xi, \gamma)
\]

(Lipschitz gradient)

provided \( \rho < \frac{1}{1\delta}(1 - \eta - 3\delta), n \geq t \log(mp), p \geq \delta^{-2} \log m \) and \( mp \geq \delta^{-2}(n + m) \log(\frac{2}{\delta}) \).

We now use Proposition 2 to show that the neighbourhood \( D_{\kappa,\rho} \) is a basin of attraction to the solution \( (x^*, d^*) \). If we update \( \xi_+ := \xi - \mu \xi \nabla_{\xi} f(\xi, \gamma) \), \( \gamma_+ := \gamma - \mu \gamma \nabla_{\gamma} f(\xi, \gamma) \), \( \gamma_+ := P_{C \rho} \gamma_+ \) from any \( (\xi, \gamma) \in D_{\kappa,\rho} \) we have that, when \( \mu \xi := \mu, \mu \gamma \ll mp \) and \( \mu \) is sufficiently small, (i) \( \Delta(\xi, \gamma_+) < \Delta(\xi, \gamma) \) and (ii) \( (\xi, \gamma) \in D_{\kappa,\rho} \).

Note that the role of \( P_{C \rho} \) (i.e., a convex \( \ell_2 \)-ball, that is a contraction) is technical in ensuring (i), (ii) above by verifying \( \|\gamma_+ - d^*\|_2 \leq \|\gamma_+ - d^*\|_2 \). By a recursive application of these facts (which will be expanded in [18]) we obtain the following convergence result.
Figure 2: Empirical phase transition of (2) for \( n = 2^8 \), \( \rho = 10^{-3} \) (left) and \( \rho = 10^{-0.5} \) (right). The probability value \( P_\zeta \) is reported on each contour line.

**Theorem 1** (Provable Convergence to the Exact Solution). Under the conditions of Proposition 1, 2 we have that, with probability exceeding \( 1 - C[me^{-c\bar{d}p} + e^{-c\bar{d}mp} + e^{-c\bar{d}mp} + (mp)^{-1}] \) for some \( C, c > 0 \), Algorithm 1 with \( \mu_\zeta := \mu, \mu_\gamma := \mu \frac{m}{\|x^*\|_2} \) has error decay

\[
\Delta(\xi_k, \gamma_k) \leq \left(1 - \eta \mu + \frac{\mu^2}{\tau} \mu^2\right)^k \left(\epsilon^2 + \rho^2\right) \|x^*_k\|_2^2, (\xi_k, \gamma_k) \in D_{\kappa, \rho}
\]

at any iteration \( k > 0 \) provided \( \mu \in (0, \tau \eta \sqrt{\nu}) \), \( \tau := \min\{1, \|x^*\|_2^2/m\} \). Hence,

\[
\Delta(\xi_k, \gamma_k) \xrightarrow{k \to \infty} 0.
\]

We remark that the initialisation is critical to set the value of \( \kappa \) for the verification of Proposition 1,2, with its initial value appearing in (5). Let us mention finally that if additive measurement noise \( \mathbf{N} := (\mathbf{n}_1, \ldots, \mathbf{n}_p) \in \mathbb{R}^{m \times p} \) corrupts the \( p \) snapshots of the sensing model (1), then it can be shown that \( \Delta(\xi_k, \gamma_k) \xrightarrow{k \to \infty} \sigma^2 \) with \( \frac{1}{mp}\|\mathbf{N}\|_F^2 \lesssim \sigma^2 \).

Thus, Algorithm 1 is also robust to noise, its solution degrading gracefully with \( \sigma^2 \). This stability result will be proved in [18].

## 4 Numerical Experiments

### 4.1 Empirical Phase Transition

To characterise the phase transition of (2), that is the transition between a region in which Algorithm 1 successfully recovers \((\mathbf{x}^*, \mathbf{d}^*)\) with probability 1 and that in which it does with probability 0, we ran some extensive simulations by generating 256 random instances of (2) for each \( n = \{2^1, \ldots, 2^8\} \) and taking the latter range for \( m, p \). Then, we let \( \rho = \{10^{-3}, 10^{-2.5}, \ldots, 1\} \), drawing \( \mathbf{d}^* = \mathbf{1}_m + \mathbf{w} \) with \( \mathbf{w} \) drawn uniformly at random on \( \mathbf{1}_m^\perp \cap \rho \mathbb{S}^{m-1}_\infty \). Then we evaluated \( P_\zeta := \mathbb{P}\left[\max\left\{\frac{\|\mathbf{d}^* - \mathbf{d}\|_2}{\|\mathbf{d}\|_2}, \frac{\|\mathbf{x}^* - \hat{x}^\perp\|_2}{\|\mathbf{x}^*\|_2}\right\} < \zeta\right] \) on the trials with \( \zeta = 10^{-3} \) chosen according to the stop criterion \( f(\xi, \gamma) < 10^{-7} \). Of this large dataset we only report the case \( n = 2^8 \) in Figure 2, highlighting the contour lines of \( P_\zeta \) for \( \rho = \{10^{-3}, 10^{-0.5}\} \) as a function of \( \log_2 m \) and \( \log_2 p \). There, we do observe a phase transition at \( \log_2 m + \log_2 p \approx \log n \). Moreover, we see how an increase in \( \rho \) only slightly affects the requirements on \((m, p)\) for a successful recovery of \((\mathbf{x}^*, \mathbf{d}^*)\).
4.2 Blind Calibration of an Imaging System

To test (2) in a realistic context, we assume that $\mathbf{x}$ is a $n = 64 \times 64$ pixel image acquired by an imaging system following (1), in which its $m = 64 \times 64$ pixel sensor array suffers from large *pixel response non-uniformity* [19]. This is simulated by generating $\mathbf{d}$ as before with $\rho = \frac{1}{2}$. We capture $p = 4$ snapshots with i.i.d. draws of $\mathbf{a}_{i,t} \sim \mathcal{N}(\mathbf{0}_n, \mathbf{I}_n)$. By running Algorithm 1, the recovered estimates $(\hat{\mathbf{x}}, \hat{\mathbf{d}})$ attain $\max \left\{ \frac{\|\hat{\mathbf{d}} - \mathbf{d}^*\|_2}{\|\mathbf{d}^*\|_2}, \frac{\|\hat{\mathbf{x}} - \mathbf{x}^*\|_2}{\|\mathbf{x}^*\|_2} \right\} \approx -147.38$ dB. Instead, by fixing $\gamma := \mathbf{1}_m$ and solving (2) only in $\xi$, *i.e.*, finding the least-squares (LS) solution $\hat{\mathbf{x}}$ in the presence of an unknown model error, we obtain $\frac{\|\hat{\mathbf{x}} - \mathbf{x}^*\|_2}{\|\mathbf{x}^*\|_2} \approx -5.50$ dB. This confirms the practicality of our method for high-dimensional problems.

5 Conclusion

We presented and solved a non-convex formulation of the blind calibration problem for a linear model comprised of sub-Gaussian random sensing vectors. In absence of *a priori* information on the solution $(\mathbf{x}, \mathbf{d})$, the algorithm successfully recovers both unknown vectors under a sample complexity requirement that grows at a linear rate $mp \gtrsim (n + m) \log(n)$ in the signal and gain dimensions. Future developments include the achievement of a blind calibration method for CS by exploiting a low-dimensional model for $\mathbf{x}$ (*e.g.*, sparsity, known subspace models), which will eventually allow for a reduction of the number of samples $mp$ below the dimensionality $n$ of the input signal.
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Abstract

Nonlinear power amplifiers distort the transmitted signal driving to signal degradation, in addition, out-of-band (OOB) radiation becomes a source of interference for users operating in adjacent channels. Massive MIMO relies on channel based precoding which ensures the signal is added constructively at the receiver user equipment. However, the effect of the precoding on the nonlinear distortion should be investigated since users could experience an higher bit error rate and a random user operating in adjacent bandwidth could be exposed to an increased interference. Assuming a third order polynomial model to describe the behavior of nonlinear power amplifier, we first show that in-band interference does not represent a problem in Massive MIMO due to the averaging of the signal over many antennas. Then, motivated by numerical results we find that OOB does not recombine constructively avoiding large interference. Massive MIMO allows to increase the in-band received power for the target users without increasing the interference in adjacent bands. In other words, less stringent requirements are demanded for power amplifier design, confirming that in Massive MIMO simpler hardware with respect to conventional transmission scheme is sufficient.

1 Introduction

5G, the next mobile communication standard is requiring a thousand fold system capacity increase but also reduced power consumption, high reliability and low latency, to satisfy the continuously increasing number of connected devices. Massive MIMO (MaMi) is a technology developed over the last 5 years to address these challenges. It can achieve many of the 5G design goals using existing hardware and without large new spectral resources thus it has been considered a most promising 5G radio technology.

MaMi relies on the use of a large number of independent antennas at the base station (BS) and serves simultaneously on a single resource tens of users exploiting the large multiplexing and antenna gain. These results can be achieved even with simple linear precoding and simpler hardware compared to previous communication systems [1].

MaMi must be designed with low-cost components to limit the implementation cost and power consumption of many RF chains. However, these low cost components are suffering from imperfections and non-idealities introducing distortion of the transmitted signal. Co-channel and adjacent channel interference arise in wireless transmission mostly due to nonlinear components, especially power amplifiers (PAs). The in-band distortion causes amplitude and phase deviation of the modulated symbol which degrades the received modulation increasing the bit error rate (BER). Moreover, distortion spreads the transmitted power into other bands, potentially disturbing neighboring bands. In order to limit this problems, RF power amplifiers have to be designed under constraints of limited distortion and restricted unwanted transmissions minimizing
harmful interference to devices operating in neighboring bands. The design of a new communication system should be concerned about those constraints. For example, based on LTE specs, the error vector magnitude for QPSK schemes shall be better than 17.5% and OOB radiation should not exceed −13 dBm/MHz [2].

Modeling and simulation of non-ideal systems plays an important role in the evaluation of the overall communication system performance. Such analysis is essential for both design and standardization of the future communication system and should not be neglected in low cost and low power hardware solutions. In [3] the study of nonlinear PA in the context of the CDMA is proposed and the characterization of spectral regrowth at the output of nonlinear PA is derived. In MaMi scenarios, [4] quantifies the impact of PA nonlinear distortion in terms of the received signal-to-interference-plus-noise ratio (SINR) but no insight on the OOB is given. [5] studies the spatial distribution of the OOB concluding that the power received outside the band is substantially lower in MaMi than when only a single antenna is used.

In this paper we give a complete analysis of the behavior of power amplifier in MaMi in different scenarios assuming a polynomial memoryless model to reproduce the behavior of an nonlinear PA. We first verify whether in-band interference are a limiting factor in MaMi. Then we aim to verify whether coherent combination of the signal outside the band of interest occurs. In particular, we quantify the interference received by a random user operating in an adjacent band exploiting the concept of MIMO-ACLR introduced in [5]. We propose the analysis of the OOB for different system solutions and different precoding schemes.

In this paper we give a complete analysis of the behavior of power amplifier in MaMi in different scenario assuming a polynomial memoryless model to reproduce the behaviour of an nonlinear PA. We first verify whether in-band interference are a limiting factor in MaMi. Then we aim to verify whether coherent combination of the signal outside the band of interest occurs. In particular, we quantify the interference received by a random user operating in an adjacent band exploiting the concept of MIMO-ACLR introduced in [5]. We propose the analysis of the OOB for different system solutions and different precoding schemes.

Section 2 introduces the transmission scheme and the PA model. In Section 3 we model the transmitted PSD. Section 4 proposes numerical simulations and Section 5 concludes the paper.

2 System Model

This paper analyzes the downlink (DL) of a multiuser OFDM MaMi system. Due to the high peak-to-average power ratio (PAPR) OFDM-based systems are sensitive to nonlinear distortion, which drives the power amplifier into nonlinear region.

The base station (BS) is equipped with $M$ antennas and serves simultaneously $K$ single antenna users. The received DL signal $y \in \mathbb{C}^{K \times 1}$ is modeled as:

$$y_f = H_f W_f s_f + z_f$$

(1)

where the index $f$ represents the subcarrier. The stochastic channel between the BS and the user equipments (UEs) is $H_f \in \mathbb{C}^{K \times M}$ and it is modeled as $\mathcal{CN}(0, R)$. TDD is used, including an uplink (UL) pilot phase in order to let the BS estimate the channel. Based on this knowledge, the precoder $W_f \in \mathbb{C}^{M \times K}$ is computed. $s \in \mathbb{C}^{K \times 1}$ are the actual stochastic zero-mean data symbols and we further assume $E[||s||^2] = \gamma$. The additive term $z_f \in \mathbb{C}^{K \times 1}$ is the independent receiver noise generated with distribution $\mathcal{CN}(0, \sigma^2 I)$. The transmitter chain is simplified in Figure 1. The IFFT is performed on the precoded transmitted symbol vector $\tilde{x}_f = W_f s_f$ and the cyclic prefix is added obtaining the time domain symbol vector $\tilde{x}$ which is fed to $M$ RF chains and identical power amplifiers (PAs) before the antennas. To model the behavior of the PAs, we assume a polynomial memoryless model [3]:

$$x[n] = \sum_{p=1}^{P} b_p \tilde{x}[n] ||\tilde{x}[n]||^{p-1},$$

(2)
where $b_p$ are complex coefficients representing the $p$-th order amplitude and phase distortions of the amplifier. Assuming $x_f$ to be the corresponding frequency-domain of $x$, (1) can thus be rewritten as:

$$y_f = b_1 H_f x_f + H_f \sum_{p=3}^{P} b_p x_{p_f} + z_f,$$

which separates the extra term introduced by the PA nonlinearities from the desired signal.

### 3 Analysis of PA non-linearity

In this section we describe the effect of the PA nonlinearity on the transmitted PSD.

The power spectrum density of the signal at the output of the nonlinear device can be computed from the autocorrelation function of the output signal by using Wiener-Khinchin theorem:

$$S_{xx}(f) = \mathcal{F}(R_{xx}(\eta)).$$

We first assume $s$ a circularly symmetric i.i.d. stationary process which gives the following data covariance matrix:

$$R_{ss}(\eta) = \mathbb{E}\{s[n]s^H[n+\eta]\} =
\begin{cases}
\frac{\gamma}{K} I_K, & \text{if } \eta = 0 \\
0_K, & \text{otherwise}
\end{cases},
$$

where $\gamma$ represents the total output power. The autocorrelation function of the precoded signal is:

$$R_{\tilde{x}\tilde{x}}(\eta) = \mathbb{E}\{\tilde{x}[n]\tilde{x}^H[n+\eta]\}
= \mathbb{E}\{(W[n]*s[n])(W[n+\eta]*s[n+\eta])^H
$ 

$$= \frac{\gamma}{K} \sum_{n} W[n]W^H[n+\eta].$$

Figure 1: Simplified block diagram of the downlink of a OFDM-MaMi transmitter.
The probability distribution of the precoded symbol \( \tilde{x} \) can be assumed to follow a Gaussian distribution. The Gaussian assumption holds by central limit theorem because the DL signal consists of the combination of many independent streams. The formulation of the autocorrelation function of the output of nonlinearity is greatly simplified if the input signal is assumed to have Gaussian probability distribution and in particular following [3][6][7] we can write:

\[
R_{xx}(\eta) = \mathbb{E}(\{x[n]x^H[n + \eta]\}) \\
= \mathbb{E}((b_1\tilde{x}[n] + b_2\tilde{x}[n]|\tilde{x}[n]|^2) \\
\cdot (b_1\tilde{x}[n + \eta] + b_2\tilde{x}[n + \eta]|\tilde{x}[\eta]|^2)^H) \\
= |b_1|^2 R_{\tilde{x}\tilde{x}} + [4\Re(b_1b_3^*)R_{\tilde{x}\tilde{x}}(0) + 4(b_3)^2R_{\tilde{x}\tilde{x}}(0)]R_{\tilde{x}\tilde{x}} + \\
+ 2|b_3|^2 R_{\tilde{x}\tilde{x}}^3,
\]

where for simplicity \( P = 3 \) has been considered. Now we can insert (7) in (4):

\[
S_{xx}(f) = b_1\mathbb{F}(R_{\tilde{x}\tilde{x}}) + b_2\mathbb{F}(R_{\tilde{x}\tilde{x}}) + b_3\mathbb{F}(R_{\tilde{x}\tilde{x}}^3) \\
= (b_1 + b_2)S_{\tilde{x}\tilde{x}}(f) + b_3(S_{\tilde{x}\tilde{x}}(f) * S_{\tilde{x}\tilde{x}}(f) * S_{\tilde{x}\tilde{x}}(f)),
\]

where \( b_1 = |b_1|^2, b_2 = 4\Re(b_1b_3^*)R_{\tilde{x}\tilde{x}}(0) + 4(b_3)^2R_{\tilde{x}\tilde{x}}(0), b_3 = 2|b_3|^2 \) and \( S_{\tilde{x}\tilde{x}} = \mathbb{F}(R_{\tilde{x}\tilde{x}}) \). We also observe that in an OFDM system \( S_{\tilde{x}\tilde{x}}(f) = 0, \forall |f| > B/2 \), where \( B \) indicates the transmission bandwidth. The first component in (8) corresponds to the linear output term and the coefficient \( b_1 \) models the amplifier gain. The second term corresponds to the in-band nonlinear effect and depends on the input power level \( R_{\tilde{x}\tilde{x}}(0) \). The last term in (8) gives rise to the spectral regrowth. The convolution product indeed produces a spectral spreading over the baseband bandwidth.

4 Impact of nonlinear PAs in MaMi

The impact of the nonlinear PAs in MaMi systems is now studied numerically. First we introduce the metrics used to analyze the system performance. Then we verify the effect of the in-band interference on the BER. Moreover the received PSD is simulated and the impact of nonlinear PA on the OOB is quantified, for different system load and precoding design.

To quantify the received constellation error we use the error vector magnitude (EVM). EVM is a measure of the difference between the ideal symbols and the measured symbols after the equalization. The difference is called the error vector. The EVM result is defined as the square root of the ratio of the mean error vector power to the mean reference power [2].

To evaluate the OOB radiation traditionally in single antenna system the Adjacent Channel Leakage power Ratio (ACLR) is used as a measure of the amount of power leaking into adjacent channels. The authors in [5] extended the ACLR for a multi-antenna system, in a random point in space for a fading environment as:

\[
ACLR = \frac{\max\left(\int_{F_L-B/2}^{F_L+B/2} \mathbb{E}[S_{y_0y_0}(f)]df, \int_{F_L-B/2}^{F_L+B/2} \mathbb{E}[S_{y_0y_0}(f)]df\right)}{\int_{F_L-B/2}^{F_L+B/2} \mathbb{E}[S_{y_0y_0}(f)]df},
\]

where \( F_c \) indicate the carrier frequency, \( F_L \) and \( F_H \) respectively the lower and the higher BS adjacent channel center frequency. Based on [2], assuming a channel bandwidth \( B_{ch} = 20 \text{ MHz} \), we set \( B = 18 \text{ MHz} \), \( F_L = F_c - B_{ch} \) and \( F_H = F_c + B_{ch} \).
4.1 In-band distortion

Some of the inter-modulation product appear within the bandwidth causing in-band interference, as seen in equation (8), leading to an EVM degradation and worst performance in terms of BER.

We assume a 20 MHz OFDM system with 2048 subcarriers of which 1200 are actively allocated, based on LTE. A raised-cosine pulse shaping filter with a roll-off factor of 0.22 is used. The RF power amplifier follows a third order polynomial model. The PA operating point is generally characterized by the Power Input Backoff $P_{IBO}$, measuring the input signal margin with respect to $P_{1\text{-}dB}$, the 1-dB compression point where saturation effects become noticeable. We consider a multi-tap independent Rayleigh channel model. The average transmitted power per antenna is normalized to 0 dB. Based on $M = 100$ antennas, the total output power is hence $\gamma = 20$ dB.

Figure 2(a) shows the received 16-QAM when $M = 100$, $K = 10$ and $P_{IBO} = 0$ dB. The estimated EVM is -18 dB. We notice that the amplification distortion is uncorrelated with the symbol and the distortion is averaged out over the antennas.

The averaging effect is obvious observing Figure 2(b) which proposes the received 16-QAM when $M = 20$, $K = 10$ and $P_{IBO} = 0$ dB. The EVM increases to -9.9 dB. The result indicates that in-band distortion can be averaged out by increasing the number of antennas used enabling in MaMi setting the use of high efficient PA working in nonlinear region. As example Figure 2(c) shows the case in which $P_{IBO} = -30$ dB, effectively operating in complete saturation which result to an EVM of -14.30 dB.

In OFDM system the $P_{IBO}$ is usually a positive value of several dB. However, in MaMi it is possible to work in complete saturation as illustrated on Figures 3(a) and
4.2 Simulated in-band and out-of-band PSD

Figure 3: $P_{\text{IBO}}$ impact on BER, from linear operation (+20 dB) through moderate saturation (0 dB) up to complete saturation (-30 dB).

3(b). A completely saturated PA only leads 1.3 dB degradation when a QPSK is used while 3 dB degradation is observed when 16-QAM is employed.

In-band distortions do not represent a real problem in a MaMi system since the distortion can be lowered by increasing the number of antennas and negligible degradation in term of BER is observed.

Figure 4: MaMi PSD with $M = 100$, $P_{\text{IBO}} = -30$ dB. The desired UE is compared to a random UE at a similar distance. The total BS output PSD is also provided with or without the non-ideal (n.i.) linearity behavior.

While in-band interferences do not recombine constructively, it is now not clear what the impact of precoding is on the OOB interference at the UE, or more importantly, at any possible location. A resulting concern is how the OOB will affect users operating in adjacent channels. In existing communication system OOB radiation is indeed the limiting factor, which force the use of low efficient PAs.

Figure 4(a) shows the power spectral density for a system with $M = 100$ transmitting antennas and $K = 1$ user. Observing the received PSD of the target user, we see that the effect of the array gain applies only in-band, giving a 20 dB gain, while the
received power in the adjacent band is equal to the transmitted power. This is interesting because, assuming a worst case scenario in which a user operating in an adjacent channel experiences exactly the channel of the target user, it does not receive any interference enhancement due to the applied precoding. Moreover, the received power of a user positioned at a random position follows the same behavior as the transmitted power both within and out of the band. The simulation highlights that coherent combination occurs only in band and that a user randomly located in space is not experiencing this combination gain. MaMi provides in this scenario an ACLR = −39 dB, despite operating in complete PA saturation.

Similar observations can be extracted from Figure 4(b) where the system has been extended to $K = 10$ users. The in-band array gain is still 20 dB, but due to the presence of more users sharing the transmitted power, the relative difference between a desired user and a random user reduces to 10 dB. Here ACLR = −28.7 dB is obtained. The frequency fluctuations are also smaller with $K = 10$ than with $K = 1$ due to the averaging effects.

Let us assess the impact of different precoding. Figure 5(a) shows the performance of a MaMi with $M = 100$ and $N = 25$ using both ZF and MF. MaMi provides ACLR = −26.3 dB using MF while ACLR = −24 dB when ZF is applied. The difference between ZF and MF is approximately 2 dB. Applying the ZF precoding, the in-band gain goes to zero when increasing the number of the users in the system. This is straightforward from the definition of the ZF. The effect of canceling interference is equivalent reducing the number of antennas from $M$ to $M - K$. Note that for smaller $K$ the performance of ZF and MF tends to nearly the same but it is worth to remark that the load of the system and the computed precoder should be jointly designed to meet the OOB requirements.

In general, the transmitted signal power spectrum is regulated by a spectral mask. Some power input backoff is usually adopted to bound spectral regrowth within the mask limit. Figure 5(b) shows the PSD for a system with $M = 100$ and $K = 10$ when $P_{IBO} = 0$ dB. As expected, increasing the power input backoff reduces the nonlinear distortion and ACLR = 47.5 dB is obtained. Increasing the backoff reduces the nonlinear distortion, but causes lower PA efficiency therefore minimizing power backoff is desirable. The impact of the $P_{IBO}$ on the OOB and the minimum $P_{IBO}$ which meets 3GPP mask limit will therefore have to be studied in future work.

We have verified that MaMi systems require less stringent OOB specifications thanks to the array gain observed only within the band through the large number of transmitting antennas. Even in single-user scenarios, the signal averaging over antennas and subcarriers is sufficient to prevent coherent combination of the OOB interference. MaMi enables to increase the in-band received power on selected UEs without
increasing the interference on adjacent bands.

5 Conclusion

This paper analyzes the effect of nonlinear PAs in MaMi. The analysis presented is based on the polynomial model of the PA. We show that both in-band interference and OOB interference do not recombine constructively and the array gain is experienced only inside the desired bandwidth. PAs working in complete saturation lead to negligible BER degradation and do not generate harmful interference to devices operating in neighboring bandwidth. Even in worst case scenario, when a random user shares the same channel as a target user, OOB radiations are not increased. Simulations confirm the benefit of the non-coherent addition of components coming from the different antennas. We prove that fully saturated PAs in MaMi provide better ACLR compared to traditional communication systems. Due to the high antenna gain, MaMi radiates less power while providing the same QoS as traditional systems, hence the amount of interference a user in adjacent channel is experiencing is lower with a MaMi setting.

Usually the power from the different PAs dominates the BS power consumption, due to the large output power. The use of high-efficiency nonlinear PAs would enable great gains in terms of energy efficiency. The operating region of the PAs is often determined by the OOB radiations and MaMi systems require less stringent OOB specifications thus PAs need relaxed linearity requirements with respect to traditional communication system.

In conclusion, in MaMi systems, in-band interference and OOB radiations are not limiting factors enabling the use of highly efficient saturated PAs and reducing the BS power consumption.
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Abstract

Simultaneous wireless information and power transfer (SWIPT) utilizes radio frequency (RF) source as an information and energy carrier, which enables wireless networks consisting of a large amount of devices operating permanently without replacing batteries. SWIPT has attracted considerable attention since it is a promising method towards realization of future information and communication technology concepts such as internet of things (IoT). A number of studies have investigated techniques such as pre-coding and resource allocation to improve SWIPT performance. However, the transmission signal bandwidth (BW) impacts on the system have never been studied yet. Our paper originally scrutinizes how the transmission signal’s BW affects received information and power. We consider a single link SWIPT system composed of a transmitter emitting RF signals and a receiver that is able to decode information and harvest energy simultaneously, which includes a power splitter after the antenna at the receiver. In addition, this SWIPT system is assumed as run-time forbidding any hardware modifications. A theoretical model describing channel capacity and received power depending on the circuit, which is a function of the input signal, is constructed specifically for SWIPT. In the simulation, the power splitting coefficient is fixed. The network throughput and harvested power is calculated based on the integrated SWIPT model. Simulation results show that a larger BW may lead to higher network throughput while the harvested power is degraded.

1 Introduction

The past decade has seen the rapid development in SWIPT techniques, since it is one of the possible approaches to realize permanently operating wireless networks without battery replacement [1]-[2]. There exist a growing number of studies investigating an efficient SWIPT system, benefiting from the ubiquitous and controllable characteristics of the radio frequency (RF) source [2]-[5].

Two performance metrics, the link throughput and harvested RF power, are considered to evaluate SWIPT system performance. Most of the previous studies are devoted to optimize the system applying techniques such as scheduling, resource allocation, and beamforming by trading-off the link-throughput and harvested power [2]-[4]. However, most of them ignore signal waveform’s influence on the harvested power, by simplifying power conversion efficiency (PCE) as constant. Researchers in the hardware community have reported that the PCE depends not only on the circuit design but also the signal waveform design [6]-[16].
A group of research have proved experimentally that high peak-to-average-ratio (PAPR) waveform improve the PCE [6]-[8][13], while another work shows that CW excitations has a higher PCE compared to modulated signals. In order to have a concrete understanding for these ad-hoc measurements, theoretical model including excitation signals’ characteristics and rectifier’s non-linear behavior is necessary. Several studies investigating transmission signals have been carried out to model the rectifier’s behavior [8][15][16]. The authors of [8] have verified that a multi-sine signal with zero-phase difference between tones will have the highest PCE, by approximating the diode’s non-linearity behavior using Taylor expansions. Their work would have been more complete if the other circuits’ components influence are included. Reference [15] constructed a theoretical model calculating PCE specifically for high PAPR waveform excited rectifier based on the measured output voltage. However, this model is only valid in high input power case since it assumes perfect matching and ideal diode. The work of [16] analyzed amplitude and bandwidth impacts of the multi-sine signal based on the statistical information of output signal after the rectifier. The authors have showed that the PCE improves with a higher PAPR waveform, while the system performance degraded with increasing BW because of input network mismatch. Nevertheless, this analysis is unable to neglect the matching network’s influence.

In a SWIPT system, BW has both effects on capacity and power. The BW analysis of capacity typically follows Shannon’s theory [17], where a higher BW is preferred. Referring to [16], a wide BW may restrict system performance because of the input matching network. However, there is no work on the BW analysis for the multi-sine based SWIPT system to the best of our knowledge. This work analyzes BW impacts on capacity and PCE based on a combined information and power transfer model specifically for a multi-sine based run-time SWIPT, where only transmission signals can be tuned.

The rest of this paper is organized as follows. Section 2 demonstrates the single-link SWIPT model involving the related parameters and the performance metrics in SWIPT. Section 3 analyzes BW influence on the run-time system performance. In the end, section 4 concludes this work’s contributions.

## 2 System Model

We are considering a multi-sine based run-time SWIPT system consisting of a source and a destination node transferring information and power simultaneously as can been seen in Fig. 1. The source transmits multi-sine signals to the destination via a wireless channel. After reception by the antenna with adapted matching network, the signal is divided into two parts with a fixed ratio $\rho$. One part goes through the information decoder to achieve the required data. In the information decoder, the received RF signal is first converted into baseband by the mixer; then the baseband signal passes through the signal processor to retrieve the source information. Additionally, the remaining signal is harvested by the rectifier. The RF signal goes through a non-linear rectifying component such as a diode after the adapted matching network. The DC output is finally obtained after an RC filter. The DC output is accumulated in the energy storage device with a feeding line connected to the information decoder for charging purposes.
In this model, we define the time domain signal with lowercase letter with time variation $t$ as $a(t)$, and the frequency domain signal with uppercase letter with frequency variation $f$ as $A(f)$.

### 2.1 Joint Wireless Channel

In the SWIPT system, the RF signals first travel through the wireless channel before arriving at the destination. Specifically, the source node transmits an $N_t$-tone multi-sine wave with bandwidth $BW$. The time-domain transmission signal $s(t)$ is expressed as

$$s(t) = \Re \left( \sum_{n=1}^{N_t} x_n(t) e^{j2\pi f_n} \right).$$

Hereby, $x_n(t) = a_n e^{j\phi_n}$ is the $n$th baseband tone, where the statistical expectation of the signal equals the average power of each tone $P_n$ as $\mathbb{E} [ |x_n(t)|^2 ] = P_n$ with signal amplitude $a_n$ and phase $\phi_n$. In addition, the multi-sine signal is assumed to be equally distributed around the carrier frequency $f_c$ with $f_n = f_c - \frac{B}{2} + \frac{(2n-1)B}{2N}$.

Then the RF signal passes the wireless channel described by the following model. Denote the frequency-selective channel between the source node to the user’s antenna as $H(f)$, the noise as $N(f)$, and the frequency response of $s(t)$ as $S(f)$, the received signal at the antenna is expressed as

$$Y(f) = H(f) S(f) + N(f).$$

### 2.2 Separate Data and Power Reception

As aforementioned, the RF signal is split before the information decoder and energy harvester by a power divider. The RF signal of $\rho$ portion goes into the information decoder assuming perfect matching and no distortion, where the channel capacity is
calculated based on the power and noise level. \((1 - \rho)\) portion of the RF signal goes into the energy harvester producing a DC output. In this subsection, we model the rectifier behavior by investigating the circuit topology applying Kirchhoff’s law and Shockley diode model. Clearly, the RF to DC model would have been more accurate and applicable in high frequency if parasitic effects were included. Hereby, we are considering the circuit’s model in the baseband ignoring the parasitic effects, which reveals the essential non-linear rectifying behavior despite its simplicity.

Since the diode, which is the rectifier’s key component, is a non-linear device and its performance strongly depends on the instantaneous voltage on the diode, the time domain signal \(y_{in}(t)\) is obtained through the inverse Fourier transform of the signal response in frequency domain \(Y(f)\) for further investigation. Denoting the antenna equivalent impedance as \(R_{ant}\), the instantaneous voltage on the diode is computed based on the received signal in (2) by the following equation

\[
v_{in}(t) = y_{in}(t) \cdot \sqrt{|R_{ant}|} = \mathcal{F}^{-1}\{Y(f)\} \cdot \sqrt{|R_{ant}|},
\]

(3)

In this work we consider a general rectifier topology, which can be extended to various topologies by including other components such as a clamper circuit. As shown in Fig. 2, a general rectifier consists of a diode and a load component which is an RC filter in most cases.

Obtaining the instantaneous voltage source \(v_{in}(t)\) via (3), the output voltage \(v_{o,raw}\) is derived by solving the equation sets below,

\[
v_{in} = v_d + v_{o,raw},
\]

(4a)
\[ v_{o,\text{raw}} = i_d \times z_c, \quad (4b) \]
\[ i_d = i_s \left( e^{\frac{v_d}{nV_T}} - 1 \right), \quad (4c) \]
where the diode voltage is \( v_d \), the diode current is \( i_d \), the equivalent load impedance is denoted as \( z_c \), and \( i_s \), \( n \), \( V_T \) represent the diode characteristic parameters. Herewith, (4c) describes the diode’s current-voltage curve within the Shockley diode model which properly approximates the non-linearity.

After the diode, the RC circuit functions as a filter passing baseband signal while blocking the other frequency components in order to convey \( v_{o,\text{raw}} \) to a stable DC voltage. The RC filter is described by a cut-off frequency \( f_{\text{cut-off}} \) at which the signal is attenuated by 3 dB from the nominal passband value in frequency domain. Denote the frequency domain response of \( v_{o,\text{raw}} \) as \( V_{o,\text{raw}} \) and the frequency mask of RC filter as \( M(f_{\text{cut-off}}) \), the output DC voltage \( V_{\text{out}} \) is computed in frequency domain as
\[ V_{\text{out}} = V_o \times M(f_{\text{cut-off}}). \quad (5) \]

### 2.3 Performance Metrics

In SWIPT, two performance metrics are mainly considered, which is link throughput and harvested power. The link throughput evaluates the information transfer quality, while the harvested power measures the power transfer efficiency. Since RF signals are reused as information and power carrier in SWIPT, these two performance metrics may easily conflict with each other in the overall optimization problems [2]-[4]. However, BW impact on both metrics has not been considered before to the best of our knowledge. We relate BW to these two metrics in this subsection.

The SNR of the received signal \( Y \) is computed as
\[ SNR = \frac{\rho Y^2}{N}. \quad (6) \]
Hereby, the noise \( N = kT \times BW \) is a function determined by thermal temperature \( T \) and signal bandwidth \( BW \); \( \rho \) is the power ratio sent to the information decoder. Thus the total throughput is
\[ C = BW \cdot \log_2 (1 + SNR). \quad (7) \]

The effective harvested power depends on the DC output of the energy harvester (5). Denote the load resistance as \( R_L \), the harvested power is
\[ P_o = \frac{V_{\text{out}}^2}{R_L}. \quad (8) \]
This equation is valid when the antenna matching is properly designed. Otherwise, the actual harvested power is calculated by including reflections in (8). In fact, since \( V_{\text{out}} \) is a value derived by (4) and (5) which strongly depends on the input instantaneous signal (3), \( V_{\text{out}} \) is a BW dependent parameter.
3 Bandwidth Impacts

As demonstrated in 2.3, the transmission signal BW not only influences the received information but also has an impact on the received power. In order to investigate the BW influence on the SWIPT system in detail, Matlab simulations were performed based on the constructed model in 2. In this work, we consider an AWGN channel \( H(f) = 1 \) without influence on the generality of this analysis.

We consider a run-time SWIPT system, which refers to a user with a priorly constructed system. In this case, no hardware modification is allowed so that the system is optimized through software design. In this simulation, the parameter settings are as follows: \( f_{\text{cut-off}} = 0.3 \) MHz, \( P_{\text{in}} = -10 \) dBm, \( \rho = 10^{-10} \), and \( R_L = 10 \) kOhm. Additionally, we adopt the diode characteristics of the zero-bias Schottky diode HSMS 2850. Moreover, perfect matching network is assumed for all input signals.

![Figure 3: Output power and link variation with increasing BW in run-time SWIPT.](image)

Fig. 3 shows how the output power and capacity change with increasing BW for a 4-tone, 8-tone, 12-tone transmission signal, respectively. The capacity is a concave function of BW. The capacity rises steeply in the BW limited regime until 10 MHz. This is because when the BW is small, it has more impact compared to SNR in (7). However, the capacity improvement saturates after 10 MHz, in the power limited regime, since noise is so huge that the power is not high enough to achieve a sufficient SNR. In addition, the power curves indicate the output DC power variation as a function of BW. A specific optimal BW value is observed for each curve depending on the number of tones.

Since the rectifier is a non-linear device, most of the output intermodulation products are accumulated at the frequency bin \( \Delta f = \frac{BW}{N} \) for an equally spaced multi-sine input. For instance, the optimal BW for power transfer for a 12-tone signal excited SWIPT is about 3 MHz. The strongest intermodulation product occurs around 0.3 MHz in this case, which corresponds to the RC filter mask. When the signal BW ex-
Figure 4: Output power and link throughput boundary of 4-tone, 8-tone, 12-tone signal with BW ranging from 0 to 12 MHz in run-time SWIPT.
ceeds 3 MHz, the first intermodulation product is filtered out by the RC filter resulting in a power transfer deterioration. Interestingly, a small rise before the optimal BW is observed in all power curves; with increasing number of tones, the power rises sharper in the beginning. This is because when the BW is small, the time period between high peaks is so large that the RC filter cannot charge to the saturation level, which is more severe for signals with larger number of tones. In short, a multi-signal consisting of more tones enables a larger optimal BW with the same RC filter as can be seen in Fig. 3.

Fig. 4 depicts the power and capacity bound of the 4-tone, 8-tone, and 12-tone excited SWIPT, respectively. It is observed that there is a trade-off between harvested power and link throughput. What’s more, the SWIPT system with more multi-sines may have a higher harvested power while the link throughput remains the same.

Clearly, a proper BW choice will improve SWIPT performance when the system is constructed beforehand. In the BW limited regime, a larger BW produces more capacity, where a multi-sine with more tones is necessary to ensure enough converted power.

4 Conclusion

This paper established an integrated SWIPT model including the conventional wireless communication channel and the RF to DC channel. BW is related to the output power and link throughput through the constructed model. It is demonstrated that optimal BW and multi-sine signal choice, depending on the RC filter and tone number, improves the SWIPT performance significantly in the run-time SWIPT.
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Abstract

This paper addresses the design of MSE-optimal preambles for multicarrier channel estimation under a maximum likelihood or minimum mean squared error criterion. The derived optimality condition gives insight on how to allocate the power of the pilots that compose the preamble. While many papers show that equispaced and equipowered allocation is optimal, the generalized condition demonstrates that there exist many different configurations that offer the same optimal performance. Furthermore, the condition applies not only to maximum likelihood but also to minimum mean squared error channel estimation. An application of the generalized condition in the presence of inactive subcarriers (virtual subcarriers problem) is shown such that a non equispaced allocation can achieve the same optimal performance as if an equispaced one could be used.

1 Introduction

Multicarrier systems aim at dividing a wideband signal into multiple narrowband signals centered around different subcarriers [1]. If the number of subcarriers is large with respect to the delay spread of the channel, each narrowband channel can be considered as frequency flat, which greatly simplifies the equalization task at the receiver. It is mainly for the their ability to effectively address the channel distortion that multicarrier systems have been so popular.

Channel estimation for multicarrier systems has been extensively studied; see, for instance, [2, 3] for recent review papers concerning channel estimation for orthogonal frequency division multiplexing (OFDM) or [4] for a review in offset QAM-based filterbank multicarrier (FBMC/OQAM) modulations. Specifically, the problem of optimizing the pilot allocation (including their position in frequency and their relative power) to minimize the mean squared error (MSE) of the channel estimate has been addressed in a number of works. Most of them focus on the case of least squares (LS) channel estimation, which corresponds to the maximum likelihood (ML) estimator under the Gaussian noise assumption and their main common conclusion is that the pilots should be equispaced and equipowered [5, 6]. The authors in [7] extend this result to the MIMO case and it is shown that optimal pilot sequences are equipowered, equispaced, and phase shift orthogonal.

Surprisingly, there are only few works addressing optimal pilot allocation for the minimum mean squared error (MMSE) estimator, even in the single-antenna case. In [8], the pilot allocation that maximizes the capacity for a MMSE channel estimator is shown to also correspond to equipowered, equispaced pilots. In [9], the authors derive the MSE-optimal training condition for the MMSE estimator in the context of a two-way relay OFDM-based network.

*The material in this paper has been partially submitted at IEEE SPAWC2016.
Very few papers actually investigate if other pilot configurations also satisfy the optimality condition and therefore offer the same performance as the equispaced configuration. In this paper, we find a sufficient and necessary condition for optimal pilot allocation that holds for both the maximum likelihood (ML) and the MMSE channel estimators. This result can be seen as generalizing the classical equispaced pilot configuration. Indeed, it is shown that a much wider family of pilot allocations may be optimal. Furthermore, the optimality condition can be directly used to solve the problem of allocating the pilots in the more realistic (and more challenging) case where inactive (virtual) subcarriers are present. The problem of virtual subcarriers is widely studied in the literature; see, for example, [10] for the single antenna case and [11] for the multiple antennas case. The originality of the work presented here is that it gives a methodology for finding optimal allocations, when the problem is feasible, which attains the same performance as if no null subcarriers were present.

The rest of the paper is organized as follows. Section 2 first serves as a reminder of channel estimation in multicarrier systems using the ML and the MMSE criteria. Section 3 derives a general optimality condition for pilot allocation that holds for the ML case and the MMSE estimator if the channel taps are assumed uncorrelated. Section 4 shows a possible application of the generalized condition to the virtual subcarriers problem. Simulation results are presented in Section 5. Section 6 concludes the paper.

Notations: Vectors and matrices are denoted by bold lowercase and uppercase letters, respectively. Superscripts $^*$, $^T$ and $^H$ stand for conjugate, transpose and Hermitian transpose operators. $\text{tr}$, $\mathbb{E}$, $\mathbb{I}$ and $\mathbb{R}$ denote trace, expectation, imaginary and real parts, respectively.

2 Channel Estimation in Multicarrier Systems

We consider a multicarrier system with $M$ subcarriers. Let us assume that the different subchannels can be considered flat and orthogonal to each other. A preamble of one multicarrier symbol is transmitted. The preamble vector composed of the transmitted pilots at the $M$ subcarriers is denoted by $d \in \mathbb{C}^{M \times 1}$. The channel impulse response $h \in \mathbb{C}^{L_h \times 1}$ is assumed to be quasi-static† and $L_h$ is the channel length. The vector of samples received after demodulation can be written as

$$y = DF\Sigma h + \eta$$

where $F \in \mathbb{C}^{M \times M}$ is the unitary discrete Fourier transform (DFT) matrix, $D = \text{diag}(d) \in \mathbb{C}^{M \times M}$ contains the vector of transmitted pilot symbols $d$ on its diagonal and $\eta \sim \mathcal{CN}(0, C_\eta)$ is additive Gaussian noise. Moreover, the noise is assumed to be white, i.e. $C_\eta = \sigma^2 I_M$. $\Sigma = (I_{L_h} \ 0_{(M-L_h)\times L_h})^H$ can be seen either as a selection matrix of the first $L_h$ columns of $F$ or as a zero padding matrix that appends $M - L_h$ 0’s to the vector $h$.

Note that this model fits both an OFDM system if the cyclic prefix is at least as long as the channel order [2] and an FBMC/OQAM system if the channel frequency selectivity is sufficiently mild and the noise correlation is neglected [4]. Then $d$ represents the so-called pseudo-pilots (for fully loaded preambles) or the pilots (otherwise) [12–14].

†We assume, as usual, that the channel remains invariant in the duration of a multicarrier symbol.
‡The whiteness of the noise samples makes sense in an OFDM system while this is a stronger assumption in an FBMC system where correlation exists in both time and frequency [4].
2.1 Maximum likelihood channel estimator

We here assume that $h$ is deterministic and unknown. Denoting by $f(y|h)$ the conditional probability density function of $y$ given $h$, the ML estimator of the channel is given by \cite{15}

$$
\hat{h}_{ML} = \arg \max f(y|h) = \left( \Sigma^H F^H P F \Sigma \right)^{-1} \Sigma^H F^H D^H y
$$

where $P = D^H D$ is a diagonal matrix containing the power of each pilot on its diagonal. We define $p \in \mathbb{C}^{M \times 1}$ as the vector containing the power of each pilot, such that $p_k = |d_k|^2$ and $P = \text{diag}(p)$. One can note that the ML estimator coincides here with the weighted LS estimator. The MSE is given by

$$
\text{MSE}_{ML}(P) = \sigma^2 \text{tr} \left[ \left( \Sigma^H F^H P F \Sigma \right)^{-1} \right].
$$

This expression only depends on the power of the transmitted pilots $p$ and not on their phase, which can be appropriately chosen for other purposes such as e.g., peak-to-average-power-ratio (PAPR) reduction \cite{16}.

2.2 MMSE channel estimator

We here consider that $h$ follows a zero mean Gaussian distribution with correlation matrix denoted by $C_h$, i.e. $h \sim \mathcal{CN}(0, C_h) \in \mathbb{C}^{L_h \times 1}$. The MMSE estimate $\hat{h}_{MMSE}$ is the one that minimizes $\mathbb{E}(\|h - \hat{h}_{MMSE}\|^2)$. It can be shown to be equal to \cite{15}

$$
\hat{h}_{MMSE} = \mathbb{E}(h|y) = \left( C_h^{-1} + \frac{1}{\sigma^2} \Sigma^H F^H P F \Sigma \right)^{-1} \frac{1}{\sigma^2} \Sigma^H F^H D^H y
$$

and the corresponding MSE is

$$
\text{MSE}_{MMSE}(P) = \sigma^2 \text{tr} \left[ \left( \sigma^2 C_h^{-1} + \Sigma^H F^H P F \Sigma \right)^{-1} \right]. \quad (1)
$$

One can check that $\text{MSE}_{MMSE}(P) \leq \text{MSE}_{ML}(P)$ and they will eventually converge at high signal-to-noise ratio (SNR), i.e. when $\sigma^2 \to 0$.

3 Optimality Condition for Channel Estimation

This section aims at deriving a sufficient and necessary condition for pilot allocations that solve the following pilot allocation problem subject to a training power constraint:

$$
\min_p \text{MSE}_{ML/MMSE}(P) \quad \text{s.t.} \quad \text{tr}[P] = P_T. \quad (2)
$$

The following proposition gives an alternative necessary and sufficient condition that characterizes the optimal power allocations for the ML case. The condition also holds for the MMSE case under the (common) assumption that the channel taps are uncorrelated, i.e. $C_h$ is a diagonal matrix with elements $C_h = \text{diag}(\lambda_1^h, \ldots, \lambda_{L_h}^h)$.
Proposition 3.1. Under the previous assumptions, any pilot allocation \( p \in \mathbb{R}_+^{M \times 1} \) is optimal in the sense of the minimum MSE for the ML and the MMSE estimators under a training power constraint if and only if (iff) \( p \) satisfies

\[
\sqrt{M} \Sigma^H F^H p = \begin{pmatrix} P_T \\ 0 \end{pmatrix}.
\]

(3)

Proof. The matrix \( F^H P F \) is circulant and has thus equal diagonal elements that we denote by \( x \). Given the training power constraint, the value of \( x \) is independent of the structure of \( P \) and always equals

\[
tr \left( F^H P F \right) = Mx
\]

\[
x = \frac{P_T}{M}
\]

where we used the cyclic trace property and the fact that \( tr[P] = P_T \). The matrix \( \Sigma^H F^H P F \Sigma \) is the upper left \( L_h \times L_h \) submatrix of \( F^H P F \) and therefore has diagonal elements equal to \( x \). Using the fact that for a positive definite matrix \( A \), the following inequality [15, p. 65] holds,

\[
tr \left( A^{-1} \right) \geq \sum_{i=1}^{L_h} a_{ii}^{-1}
\]

(4)

where \( a_{ii} \) is the \( i \)-th diagonal element of \( A \) and equality holds iff \( A \) is diagonal, (1) can be lower bounded by

\[
\text{MSE}_{\text{MMSE}}(P) \geq \sum_{l=1}^{L_h} \left( \frac{1}{\lambda_l} + \frac{1}{\sigma^2} \frac{P_T}{M} \right)^{-1}
\]

(5)

where equality holds iff \( \Sigma^H F^H P F \Sigma \) is diagonal. This condition can be rewritten as

\[
[\Sigma^H F^H P F \Sigma]_{l,m} = \frac{1}{M} \sum_{k=0}^{M-1} p_k e^{j \frac{2\pi}{M} k(l-m)}
\]

\[
= \begin{cases} 
  P_T/M & \text{if } l = m \\
  0 & \text{if } l \neq m 
\end{cases}
\]

where \( l = 0, 1, \ldots, L_h - 1 \) and \( m = 0, 1, \ldots, L_h - 1 \). \( \Sigma^H F^H P F \Sigma \) is a Toeplitz Hermitian matrix. Then, it is sufficient to impose that its first column is 0 except for its first entry, i.e.

\[
\sum_{k=0}^{M-1} p_k e^{j \frac{2\pi}{M} k} = 0 \quad \forall l = 1, 2, \ldots, L_h - 1
\]

which means that the inverse Fourier transform of the power allocation should be zero at indexes between 1 and \( L_h - 1 \) or in matrix form,

\[
\sqrt{M} \Sigma^H F^H p = \begin{pmatrix} P_T \\ 0 \end{pmatrix}.
\]
To conclude, if \( \mathbf{p} \) satisfies (3), \( \Sigma H^H P F \Sigma \) is diagonal and reaches the lower bound in (5) and hence, \( \mathbf{p} \) is optimal. In the other direction, if \( \mathbf{p} \) is optimal, the lower bound in (5) should be satisfied and \( \Sigma H^H P F \Sigma \) has to be diagonal (by (4)), which is achieved only if (3) is satisfied. The previous derivations can be particularized to the case of the ML estimator setting \( \mathbf{C}_h^{-1} = \mathbf{0} \) and the same result holds. This concludes the proof.

The result of Proposition 3.1 and the following remarks can be related to the work in [16] which takes also the CP energy and PAPR into account. However, the approach in [16] is only concerned with the LS estimator whereas here the MMSE case is also addressed. Some remarks related to Proposition 3.1:

- If \( \mathbf{C}_h \) is diagonal, the optimal pilot allocation is independent of the power delay profile (PDP) \( \lambda_1^h, \ldots, \lambda_{L_h}^h \) and the noise level \( \sigma^2 \).
- Condition (3) imposes that the inverse Fourier transform (IFT) of the pilot allocation should only have zero coefficients between indexes 1 and \( L_h - 1 \) while the coefficient at index 0 represents the training power. This can somehow be seen as a requirement that \( \mathbf{p} \) should not vary too slowly over the subcarriers, except for the average value which represents the total training power. For instance, adding a cosine wave of frequency \( \frac{2\pi l}{M} \) (and of amplitude such that the power allocation remains positive) to an optimal allocation will not affect the optimality if \( l > L_h - 1 \). Moreover, every optimal pilot allocation can be cyclically rotated arbitrarily in the frequency domain since this would simply correspond to multiplying by a complex exponential in the other domain, not affecting condition (3).
- There may be an infinite number of pilot allocations depending on \( L_h \) and \( M \). Two classical allocations (see Fig. 1) are first the sparsest equispaced and equipowered allocation. Define \( \tilde{L}_h \) as the smallest integer that divides \( M \) and such that \( \tilde{L}_h \geq L_h \). Then, the sparsest allocation is given by \( p_k = \frac{P_T}{\tilde{L}_h}, \forall k = 0, \frac{M}{\tilde{L}_h}, \ldots, (\tilde{L}_h - 1) \frac{M}{\tilde{L}_h} \) which is optimal since its IFT will have all elements at indexes smaller than \( \tilde{L}_h \) equal to 0 (with \( \tilde{L}_h \geq L_h \)) except for the first one. A second is the full equipowered pilot allocation, i.e. \( p_k = \frac{P_T}{M}, \forall k = 0, 1, \ldots, M - 1 \) since its IFT is a delta at 0. Furthermore, let us denote the two last power allocations \( \mathbf{p}_1 \) and \( \mathbf{p}_2 \in \mathbb{R}^{M \times 1} \) respectively. Then, the convex combination \( \mathbf{p}_3 = 0.5(\mathbf{p}_1 + \mathbf{p}_2) \) is an optimal allocation too.

4 Application in The Virtual Subcarriers Problem

In typical systems, a frequency mask should be respected imposing a limited out-of-band radiation. To ensure that the spectrum respects the mask, it is usual to keep...
a number of subcarriers inactive at the edges of the band. Furthermore, in LTE-like systems, the time-frequency resources are "boxed" into different physical channels that may be transmitted simultaneously [17]. All of this imposes constraints on the possible pilot locations. Due to those multiple constraints, an equispaced pilot allocation may not always be possible, which complicates the problem [10, 11]. We here show that thanks to our generalized condition, optimality can still be reached in certain situations, which means that we can reach the same performance as if an equispaced or full equipowered allocation was possible.

Let us consider a system where no pilots can be transmitted at certain frequencies, i.e. $p_k = 0, \forall k \in K$ where $K$ is the set of inactive subcarriers. The number of remaining pilot positions is denoted by $N = M - |K|$ and $p_f \in \mathbb{R}^{N \times 1}$ is a vector made of the powers transmitted at those available subcarriers. Taking the virtual subcarriers into consideration, the optimality condition can then be rewritten as

$$ Ap_f = b \quad \text{s.t.} \quad p_f \in \mathbb{R}^{N \times 1} $$

(6)

where $A = \sqrt{M} \Sigma^H F^H S$, $b = \begin{pmatrix} P_T \\ 0 \end{pmatrix}$ and $S \in \mathbb{R}^{M \times N}$ is formed by an identity matrix $I_M$ where we removed the $|K|$ columns corresponding to the virtual subcarriers frequencies. The constraint ensures that any element of $p_f$ is real and greater than or equal to 0. Note that too many virtual subcarriers or badly placed may increase the ill-conditioning of the channel sensing [12]. In that case, there may not exist a solution to (6), i.e. an allocation that can still reach the optimal MSE. Finding a possible solution to (6) can be seen as a classical feasibility problem in the linear programming literature [18, Chap. 10]. Solving (6) is similar to finding an initial feasible point of a linear program. This can be solved efficiently in polynomial time outputting either a feasible point or the infeasibility of the problem.

5 Simulation Results

Fig. 2 shows an example of the virtual subcarriers problem. The simulation parameters are $M = 128$ subcarriers, a channel length $L_h = 10$ and the following sets of subcarriers, $[0,5]$, $[22,30]$, $[43,48]$, $[57,65]$, $[123,M-1]$ are inactive, i.e. they cannot be used for training. The feasibility problem of (6) was solved using the Matlab function $\text{linprog}$ and the solution is plotted in Fig. 2.

In the right figure of Fig. 2, the performance of the optimal pilot allocation with the ML and MMSE estimators is plotted. For both estimators, the power allocation is optimized so as to meet (3). A uniform PDP, i.e. $\lambda_l = \frac{1}{L_h}$, and an uncorrelated exponentially decaying delay profile is considered, i.e. $\lambda_l = \alpha 10^{-\frac{2(l-1)}{L_h}}$ such that $\text{tr}[\Lambda_h] = 1$ and $C_h = \Lambda_h$ in both cases. As expected, the MMSE estimator outperforms the ML one and the gap decreases at high SNR. The performance gap is larger for the exponentially decaying PDP than for the uniform PDP. This comes from the larger regularization effect of $C_h^{-1}$ in (1) for the exponentially decaying PDP.

6 Conclusion

In summary, this paper addressed optimal pilot allocation for multicarrier systems for channel estimation under the ML and MMSE criteria. The obtained condition generalizes the commonly adopted equispaced pilot configuration, allowing for a much wider family of optimal allocations. This proves useful in practice, where null (virtual)
subcarriers are present as well. The reported simulation results demonstrated the value of the optimality condition in such a context.

This paper was concerned with single antenna systems. Extending these results to the multiple antennas case is a possible subject of future research.
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Abstract—This paper considers an optimal and suboptimal frequency band allocation algorithms of non-exclusive/primary frequency bands for fixed transmitted power in the context of a cognitive satellite network. We consider $N$ available primary frequency bands to be allocated to $M$ cognitive satellite users such that the rate achieved by moving to the non-exclusive band is higher than the rate achievable in the exclusive band. After a cognitive user is moved to the primary band, the rate achieved by remaining users in the exclusive band is increased proportionally. Two suboptimal and an optimal frequency allocation algorithms are provided to address this varying requirement of the rate in each user switching in order to maximize achievable rate.

The employment of cognitive network comes at a cost of implementing additional spectrum sensing unit. So it is natural to investigate whether it is sensible to implement spectrum sensing network in a certain frequency band or not. To address this issue, this paper also provides a condition in terms of the decision signal-to-noise ratio (SNR) threshold to check whether it is beneficial for a Satellite Communication user to implement spectrum sensing in a given primary band or not. This condition is primarily based on the probability of terrestrial transmitter being idle, the signal-to-noise ratio, and the detection probability. Numerical results show that the decision SNR threshold decreases with increase in source idle probability and increase in a number of cognitive satellite users. We provide two suboptimal (greedy) frequency allocation algorithms and compare their performances with baseline case. Simulation results are provided to demonstrate the performance of different algorithms.

I. INTRODUCTION

Satellite Communication (SatCom) is considered as a key element to offer seamless connectivity and communication service to any device, anywhere, anytime for future generation (5G) communication networks. The pervasive coverage achieved by SatCom makes them a suitable option to offload the data traffic of terrestrial 5G networks in geographical locations where implementing wired or wireless network is not economically and physically feasible. The ever-increasing demand for high data rate in broadband and broadcast services and limited availability of the usable spectrum have been a critical issue for SatCom network. To address this issue, although a number of high rate Ka-band satellite systems implementing multi-beam communication have already been employed, there still remains a substantial gap in meeting the spectral efficiency requirement of the next generation Terabit/s 2020 horizon [1]. In this context, cognitive satellite communication can be an attractive solution, which helps relieve the conventional spectrum scarcity and improve the utilization of the existing spectrum. A typical practice adopted by spectrum governance policies warrants exclusivity of spectrum use in a certain geographical area, but it has a fundamental limitation of low spectral utilization as reported by different measurement campaigns carried out at different parts of the world [2].

In principle, cognitive radio provides opportunistic spectrum access for dynamic spectrum usage with spectral co-existence among different networks. The potential advantages of cognitive radio come along with the compulsion to implement spectrum sensing unit as well as a prerequisite to providing adequate protection to the primary users to guarantee a certain quality of service (QOS).

Recently, a number of research projects have been commenced to address the spectrum sharing concept between two satellite systems or between satellite and terrestrial systems [4]. We consider the uplink of fixed satellite service (FSS) operating in the Ka band with terminals reusing frequency bands of Fixed-Service (FS) terrestrial microwave links (incumbent systems) as depicted in figure 1. We consider an interweave paradigm for cognitive SatCom network, such that the secondary user (satellite uplink) exploits spectrum holes or white spaces that exist in the primary user (terrestrial) spectrum. The primary objective is to maximize the achievable throughput of the SatCom networks by the adoption of CR techniques in the satellite uplink to allocate frequency.

Fig. 1: Spectral coexistence of FSS uplink with the FS terrestrial link

In SatCom networks, usually the SatCom users are provided with exclusive bands in which they can communicate with the satellite in uplink transmission anytime. So it is instinctive that a user will implement cognitive radio (sensing network) only
if the rate achieved by moving to the non-exclusive band is higher than the rate achievable in the exclusive band. Even after obtaining the knowledge about spectrum availability, the white spectrum should be allocated to the users in an efficient manner. To address these issues, the contributions of this paper are twofold. First, a condition is provided to determine if the signal is declared absent (resp. present). The expected rate of the non-exclusive channel is detected free. It is beneficial to implement spectrum sensing for user whenever it senses the channel is idle. To address these issues, the contributions of this paper are twofold. First, a condition is provided to determine if the signal is declared absent (resp. present). The expected rate of the non-exclusive channel is detected free. It is beneficial to implement spectrum sensing for user whenever it senses the channel is idle.

II. SYSTEM MODEL

III. CONDITION FOR IMPLEMENTING SPECTRUM SENSING

In the existing cognitive model, transfer of a FSS user to a non-exclusive channel is done whenever the non-exclusive channel is detected free. It is beneficial to implement spectrum sensing for user in an efficient manner. To address these issues, the contributions of this paper are twofold. First, a condition is provided to determine if the signal is declared absent (resp. present). The expected rate of the non-exclusive channel is detected free. It is beneficial to implement spectrum sensing for user whenever it senses the channel is idle. To address these issues, the contributions of this paper are twofold. First, a condition is provided to determine if the signal is declared absent (resp. present). The expected rate of the non-exclusive channel is detected free. It is beneficial to implement spectrum sensing for user whenever it senses the channel is idle.

The condition for implementing spectrum sensing can be re-expressed in terms of SNR threshold, \( \gamma_{th} \), as

\[
\gamma_{k,\mu} \geq \gamma_{th},
\]

where \( \gamma_{th} = 2 \left( \frac{\ln(\Phi(k,\mu) + 1)}{\ln(\Phi(k,\mu) + 1)} \right) - 1. \)

IV. ALLOCATION OF NON-EXCLUSIVE BANDS AMONG DIFFERENT COGNITIVE USERS

One of the major challenges for cognitive uplink satellite communications is to optimally assign available non-exclusive bands to multiple cognitive users. In the proposed approach, it is assumed that spectrum sensing is implemented only in the non-exclusive bands where the SNR is above the SNR threshold. Assuming a total number of \( M \) non-exclusive bands is free at any instant, the objective that we pursue is the maximization of the achievable rate in the satellite uplink.

In the current paper, we assume that each user is provided with the same rate in the exclusive band but extension for the case of different rates is quite straightforward. Let \( a_{k\mu} \in \{0, 1\} \) denote the \( \{k, \mu\}^{th} \) element of an \( M \times N \) non-exclusive band assignment matrix \( A \) with 1 denoting the assignment of \( \mu^{th} \) (out of \( M \)) non-exclusive band to the \( k^{th} \) (out of \( N \)) cognitive FSS user. This way, \( A \) can be written as:

\[
A = \begin{pmatrix}
    a_{11} & \ldots & a_{1N} \\
    \vdots & \ddots & \vdots \\
    a_{M1} & \ldots & a_{MN}
\end{pmatrix}.
\]

It is assumed that only one non-exclusive band is assigned to a single FSS user at one time instant. Therefore, we have \( \sum_{\mu=1}^{M} a_{k\mu} \leq 1 \). Similarly, the \( M \times N \) equivalent rate matrix in non-exclusive band can be written as

\[
R_{eq} = \begin{pmatrix}
    R_{eq}(1, 1) & \ldots & R_{eq}(1, N) \\
    \vdots & \ddots & \vdots \\
    R_{eq}(M, 1) & \ldots & R_{eq}(M, N)
\end{pmatrix},
\]

where the elements of the matrix for which sensing is not implemented is assigned to zero and \( R_{eq}(k, \mu) \) is given by

\[
R_{eq}(k, \mu) = R_{NE}(k, \mu)(1 - P_t).
\]

Then the optimization problem can be written as

\[
\max_{a_{k\mu}, k \in \{1, \ldots, N\}, \mu \in \{1, \ldots, M\}} \sum_{k=1}^{M} a_{k\mu} \times R_{eq}(k, \mu)
\]

subject to

\[
\sum_{\mu=1}^{M} a_{k\mu} \leq 1, \quad (5)
\]

where the constraint means that each band can be allocated to at most one user.

This problem is of the integer assignment type. There exist well known algorithms such as the “Hungarian algorithm” to solve it efficiently. The throughput achieved by employing the Hungarian algorithm is also discussed in the performance analysis section. When the Hungarian algorithm is applied, all the available non-exclusive band are allocated to the FSS terminals in a single iteration. It is also worthy to consider an adaptive resource allocation algorithm where the rate available for FSS users in the exclusive band increases after moving a certain user to the non-exclusive band. Following subsection discusses two iterative algorithms for this adaptive resource allocation.
A. Greedy Algorithm I

This resource allocation algorithm is adaptive to the changing rate in exclusive band. The algorithm starts with identifying the FSS user that has the largest benefit to move. Let us denote this user by \( k_0 \). This user has one or several bands where the following condition is met:

\[
R_{eq}(k_0, \mu) \geq \{R_E(k)\}_0
\]  

where \( \{R_E(k)\}_0 \) is the initial rate for FSS users in the exclusive band. User \( k_0 \) is moved to the non-exclusive band \( \mu_0 \) corresponding to the highest \( R_{eq} (k_0, \mu) \) in the first iteration, and band \( \mu_0 \) becomes unavailable for the subsequent iteration. After this move, for other users the available rate in exclusive band becomes

\[
\{R_E(k)\}_1 = \frac{N}{N - 1} \{R_E(k)\}_0.
\]

Actually the same procedure takes place at any iteration \( i \); the FSS user that has the largest benefit to move into one of the remaining non-exclusive bands is identified and the rate for the users remaining in the exclusive band is updated as follows:

\[
\{R_E(k)\}_i = \frac{N - (i - 1)}{N - 1} \{R_E(k)\}_{i-1} \quad \Leftrightarrow \quad \{R_E(k)\}_i = \frac{N}{N - 1} \{R_E(k)\}_0.
\]

The iterations stop when there is no FSS user having benefit to move to the non-exclusive band. This algorithm is actually greedy since the FSS user with maximum profit is moved at any iteration but this may not be the best decision to take. The next algorithm is an optimal algorithm where switching of FSS user is done in such a way that the throughput is maximized.

B. Greedy Algorithm II

This algorithm starts with creating an index matrix where each element of the index matrix is a maximum integer value which satisfies following inequality:

\[
i(k, \mu) \leq N - \frac{N \{R_E(k)\}_0}{R_{eq}(k, \mu)}.
\]

The inequality is straightforward extension of equation 7. The index matrix \( I \) is then can be written as:

\[
I = \begin{pmatrix}
i_{11} & \cdots & i_{1N} \\
\vdots & \ddots & \vdots \\
i_{M1} & \cdots & i_{MN}
\end{pmatrix}
\]

The \( \{k, \mu\}^{th} \) element, \( i_{k\mu} \), in the index matrix indicates up to which iteration it is beneficil to move to \( \mu^{th} \) non-exclusive band for the \( k^{th} \) user. The assignment of non-exclusive band to a user is done in reverse fashion. Let \( i_{max} \) be the maximul value of index in matrix \( I \). The index elements with greater of equal to certain value are grouped together.

Let \( U \) be the set of elements in matrix \( I \) such that \( i_{k\mu} \geq i_{m} \). Then a FSS user \( k^{*} \) is assigned to the \( \mu^{*} \) exclusive band if \( \{k^{*}, \mu^{*}\} \in U \) and \( R_{eq}(k^{*}, \mu^{*}) \geq R_{eq}(k, \mu) \forall \{k, \mu\} \in U \). Then the particular user \( k^{*} \) and non-exclusive band \( \mu^{*} \) is removed from the next iteration. The iteration goes in reverse manner and will be finished when iteration reaches index value of 1. In this algorithm the user with maximum benefit is switched at final iteration.

V. PERFORMANCE EVALUATION

In this section, we present some numerical results to show the performance of the proposed resource allocation technique to give Ka-band cognitive uplink access to the FSS terminals reusing frequency bands of FS terrestrial microwave links with priority protection. It has been shown in BRIFIC FS database [7] that only around 60% of the FS Ka spectrum band (27.5 to 29.5 GHz) is occupied in terrestrial transmission. Hence, the uplink band could benefit from more than 800 MHz of additional bandwidth at any instant.

A. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-exclusive Band</td>
<td></td>
</tr>
<tr>
<td>Exclusive Band</td>
<td></td>
</tr>
<tr>
<td>Parameters for FSS System</td>
<td></td>
</tr>
<tr>
<td>EIRP</td>
<td>50dBW</td>
</tr>
<tr>
<td>( G_{RF}^{SS}(0) )</td>
<td>42.1 dB</td>
</tr>
<tr>
<td>( D )</td>
<td>35.786 km</td>
</tr>
<tr>
<td>(</td>
<td>G/T</td>
</tr>
<tr>
<td>Sensing Network parameters</td>
<td></td>
</tr>
<tr>
<td>Detection probability, ( P_d )</td>
<td>0.85</td>
</tr>
<tr>
<td>False detection probability, ( P_f )</td>
<td>0.2</td>
</tr>
<tr>
<td>Channel idle probability, ( P_s )</td>
<td>0.4</td>
</tr>
<tr>
<td>( T )</td>
<td>100ps</td>
</tr>
<tr>
<td>Total rate in exclusive band, ( R_T )</td>
<td>500Mbps</td>
</tr>
</tbody>
</table>

| TABLE I: Simulation Parameters |

We present link budget and numerical parameters for FSS users in Table I. For the performance analysis setup, the 40% of non-exclusive band (27.5-29.5 GHz) used for terrestrial transmission is divided into 23 sub bands in the interval of 35 MHz and the exclusive band (19.7-20.2 GHz) is assumed to be used by 25 exclusive users. We assume that the exclusive users are randomly distributed over circular area of radius 150 km. The corresponding SNR matrices were obtained considering all the carrier-user arrangements for non-exclusive cases. For exclusive band communication, it is assumed that all the user are provided with same rate with appropriate resource allocation. We consider a geostationary satellite orbit transmission where average distance from satellite to earth is 35786 km.

B. Numerical Results

At the first part of our numerical analysis, we calculated the SNR threshold for a given FSS user to implement spectrum sensing unit at given FS non-exclusive band. The SNR threshold is calculated by changing the channel idle probability and number of user in exclusive band. Figure 3 shows the variation of SNR threshold with respect to channel idle probability. All the other parameters of interest are kept fixed. The variation of SNR threshold with respect to number of user in exclusive
band is shown in figure 4. The SNR threshold decreases exponentially with increase in the source idle probability as well as increase in the number of FSS users in exclusive band. Also it is expected that for fixed parameters increase in the detection probability or decrease in false alarm probability decreases the SNR threshold.

In addition, the performance of different resource allocation algorithm is presented in figure 5. The rate achieved using Hungarian algorithm is maximum since is non adaptive to the change of rate in exclusive band. The reverse greedy algorithm outperforms greedy algorithm, although small gain is achieved at initial iterations. A cognitive SatCom network can either apply adaptive algorithm or static Hungarian algorithm depending on system design. But adaptive algorithm is robust to change in variation of availability of non-exclusive band.

VI. CONCLUSION

In this paper, we analyze the performance of a cognitive FSS system in FS terrestrial Ka-band, where terrestrial FS is the incumbent user and satellite uplink FSS is the cognitive user. At first a condition in terms of SNR threshold is formulated to study practicability of implementing spectrum sensing unit for a given FSS user in certain non-exclusive FS Ka band. After that two iterative resource allocation algorithm is developed to maximize the achievable throughput of cognitive FSS network. The algorithms we developed are iterative algorithms, which are adaptive to the variation in the change in rate in exclusive band. It is shown that, the optimal iterative algorithm achieves maximum throughput than greedy algorithm.

ACKNOWLEDGMENT

The authors would like to thank SES for the financial support of this work and BELSPO for financing the BESTCOM project in the framework of IAP program.

REFERENCES


Low-Complexity Laser Phase Noise Compensation for Filter Bank Multicarrier Offset-QAM Optical Fiber Systems

T.-H. Nguyen, S.-P. Gorza, F. Horlin J. Louveaux
Université libre de Bruxelles Université catholique de Louvain
OPERA department ICTEAM institute
1050 Brussels, Belgium 1348 Louvain-la-Neuve, Belgium
trung-hien.nguyen@ulb.ac.be jerome.louveaux@uclouvain.be

Abstract
We report on a low-complexity modified blind phase search (BPS) for the carrier phase estimation in optical filter bank multicarrier offset quadrature modulation format (FBMC-OQAM) systems. More particularly, the distance calculations in the complex plane in state-of-the-art BPS method are replaced by simple multiplication-free operations in the real plane. Moreover, a modified phase searching strategy is also applied, leading to further reduction of the computational complexity. The proposed methods are numerically validated in a 5-subcarriers FBMC-16OQAM system. Similar to conventional BPS method, the tolerated normalized linewidth (the product of laser linewidth and symbol duration) of the proposed BPS method is $10^{-4}$ for a 1 dB SNR penalty of $BER = 10^{-3}$ with about twice the reduction of computational complexity.

1 Introduction
Filter bank multicarrier offset quadrature modulation format (FBMC-OQAM) is an interesting alternative to orthogonal frequency-division multiplexing (OFDM) and has recently received much attention in optical fiber communication systems [1, 2, 3] thanks to its optimized spectral efficiency (SE) and its robustness to the channel variation in optical fibers. On each subcarrier of FBMC-OQAM systems, a half-symbol time delay between the in-phase and quadrature components of the signal is introduced, in order to achieve the orthogonality between adjacent subcarriers [4]. However, in the presence of the laser phase noise, inter-carrier interference appears between the OQAM subcarriers in addition to the corresponding rotation [5]. As a consequence, the frequently-used carrier phase estimation (CPE) methods for QAM constellations are no longer suitable, unless the laser linewidth is of several kHz [4]. Several CPE solutions for OQAM signals have been proposed so far. The pilot used in [4] can be exploited to the CPE, however, suffering from the reduced SE. An innovative phase tracking combined with the equalizer has been reported in [1], at the cost of extra feedback loop delay. Recently, the modified blind phase search (M-BPS) has recently been proposed in [5], taking the advantage of the feedforward operation [6]. However, the computation effort (CE) is increased associated with the increase of the OQAM modulation level.

In this paper, a modified BPS of lower complexity (LC-BPS) is proposed for FBMC-OQAM systems, in which the distance calculations in the complex plane in M-BPS method is replaced by simple multiplication-free operations in the real plane. Moreover, a modified phase searching strategy is also applied, leading to further reduction of the CE. The proposed methods are numerically validated in a 5-subcarriers FBMC-16OQAM system. Similar to M-BPS method, the tolerated normalized linewidth (the product of laser linewidth and symbol duration) of the LC-BPS method is $10^{-4}$ for a 1 dB SNR penalty of $BER = 10^{-3}$ with about twice the reduction of CE.
2 Low-Complexity Feedforward Carrier Phase Estimation

The idea behind the modified BPS for OQAM signals is to pre-rotate the received samples with a number of phase tests before removing the half-symbol delay between the in-phase and quadrature components of the received signals [5]. Fig. 1 presents a block diagram of the modified BPS algorithm. As the conventional BPS, the input samples (before applying the standard OQAM equalization) at twice symbol-rate, $r$, are firstly rotated by test phase value $\phi_b = (b/B) \cdot \pi - \pi/2$, where $b = 1, 2, ..., B$ and $B$ is the total number of the phase tests.

The rotated $m$-th sample of the $k$-th subcarrier can be represented by $r_{k,m,b} = r_{k,m} \cdot \exp (j \cdot \phi_b)$. To simplify the notation, the subcarrier index is omitted later. The rotated samples version (Fig. 1(a)) corresponding to each phase test is then sent to a switch, in order to select the best phase rotation to alleviate the phase noise impact. The rotated phase is chosen if it minimizes the cost function, $d_{m,b}$. The impact of the additive noise is reduced by averaging the cost function over $2N$ consecutive samples with the same phase test, $e_{k,b} = \sum_{n=-N}^{N-1} d_{k+n,b}$. Fig. 1(b) and (c) show the operations inside each test phase block for M-BPS and LC-BPS, respectively. The expected phase rotation with respect to the phase noise suppression can be expressed by

$$\hat{\phi}_{b,M-BPS} = \arg\min_{\phi_b} e_{k,b,M-BPS}$$

$$= \arg\min_{\phi_b} \sum_{n=-N}^{N-1} \left| r_{k+n,b} - DD (r_{k+n,b}) \right|^2, \quad \text{for M-BPS}, \quad (1)$$

and
Table 1: Computational complexity for M-BPS, MF-BPS and SLC-BPS

<table>
<thead>
<tr>
<th></th>
<th>Real multiplication</th>
<th>Real addition</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-BPS</td>
<td>4NB</td>
<td>6NB</td>
<td>4NB</td>
</tr>
<tr>
<td>LC-BPS</td>
<td>−</td>
<td>6NB</td>
<td>4NB</td>
</tr>
<tr>
<td>SLC-BPS</td>
<td>−</td>
<td>3NB + 4N</td>
<td>2NB + 4N</td>
</tr>
</tbody>
</table>

_N - half of the summation block length; B - number of phase test values.

$\hat{\phi}_{b,\text{LC-BPS}} = \arg\min_{\phi_b} \epsilon_{k,b,\text{LC-BPS}}$

$$= \arg\min_{\phi_b} \sum_{n=-N}^{N-1} \sum_{l=1}^{2} \left( |r_{k+n,b}^l - DD\left(r_{k+n,b}^l\right)| \right), \quad \text{for LC - BPS},$$

(2)

in which $DD$ is the direct decision operator. $r_{m,b}^1 = r_{m,b}^R$ and $r_{m,b}^2 = r_{m,b}^I$ are the real and imaginary parts of the samples, respectively. Note that, the distance calculations in the complex plane in the M-BPS require 2 real-multiplications and 3 real-additions. It is clearly seen that the 2 real-multiplications are removed in the proposed LC-BPS, resulting in the reduced CE compared to the traditional M-BPS.

Fig. 1(d) shows the examples of cost functions for M-BPS and LC-BPS method at the phase noise value of $\pi/8$. It can be observed that the 2 cost functions exhibit the same minimum value at about $-\pi/8$. A new searching-strategy, referred to as SLC-BPS, can be used to reduce further the CE. More particularly, the coarse phase search (CPS) is firstly carried out with half of the required phase test numbers, the fine phase search (FPS) will compare the minimum cost function value (with respect to $\hat{\phi}_b$, found by CPS) to the two adjacent cost function values at the two adjacent phases (i.e. $\hat{\phi}_b \pm \pi/28$ explained later). As a result, the required total number of phase tests is $(B/2 + 2)$, or equivalently the total number of operators is reduced to $B/(B/2 + 2)$ times, approximated 2 times when $B$ is large. Further CE reduction is feasible by cascading several CPS stages. Because the cost function exhibits several local minima (Fig. 1(d)), the number of cascaded CPS stages should be optimized but the detail investigation is out of the scope of this paper. Table 1 summarizes the required operations for different CPE methods in a block length, $2N$, with $B$ phase test values. For a fair comparison, only the operations required for the cost function calculation are taken into account.

3 Results and Discussion

The performance of the proposed CPE methods is numerically studied with 5-subcarriers FBMC-16QAM optical coherent systems. To focus on the laser phase noise impact, only one polarization is studied and other impairments (i.e. chromatic dispersion, frequency offset) are assumed to be completely compensated. Fig. 2 presents the block diagram used for the simulations. The 16QAM signals on each subcarrier are generated by differential encoding, mapping the random binary sequences on the QAM constellation and staggering a half of symbol time between the in-phase and quadrature components. These signals are pulse-shaped with square-root raised cosine (SRRC, roll-off factor of 1) filters, $u(t)$, before imprinting onto the subcarriers. Note that, a $\pi/2$ phase difference is introduced between adjacent subcarriers to ensure the orthogonality. All the subcarriers are then summed up together to form a total 130 000 FBMC-16QAM symbols. These symbols are then corrupted by additive Gaussian white noise (AWGN), $\gamma(t)$, and loaded with the laser phase noise, $\varphi(t)$. The phase
noise is modeled as a discrete random time walk \( \phi_m = \phi_{m-1} + \Theta_m \), where \( \Theta \) is a zero-mean Gaussian random variable with variance of \( 2\pi \cdot \Delta \nu \cdot T_S \). \( \Delta \nu \) and \( T_S \) denote the laser linewidth and symbol duration, respectively. At the receiver (see Fig. 2), the subcarrier frequency is firstly removed and then compensated for the \( \pi/2 \) phase difference between adjacent subcarriers. After that, the signals are passed to the matched SRRC filter. Finally, the output signal samples are used to evaluate the effectiveness of proposed CPE algorithms.

The calculated bit-error ratio (BER) as a function of the number of phase tests, \( B \), at normalized linewidths, \( \Delta \nu \cdot T_S \), of \( 5 \cdot 10^{-5} \) and \( 5 \cdot 10^{-6} \). It can be observed that the BER firstly deteriorates and then remains constant with the increase of \( B \). The optimum number of phase tests for 16OQAM signals are 28 and are not affected by changing the normalized linewidth. For this reason, we use two adjacent phase test values of the minimum deduced phase \( \hat{\phi}_b \) (in SLC-BPS) being \( \hat{\phi}_b \pm \pi/28 \). The impact of the summation block length, \( 2L \), is further studied in Fig. 3(b) for two normalized linewidths of \( 5 \cdot 10^{-5} \) and \( 5 \cdot 10^{-6} \). It can be seen that the minimum block length (defined as the shortest block length enabling to reach the target BER) for 16OQAM signals are 20 regardless of the laser linewidth.

In the next step, the evolution of BER at different SNRs is shown in Fig. 3(c) for different methods at the normalized linewidths of \( 5 \cdot 10^{-4} \) and \( 5 \cdot 10^{-5} \). The calculated BER decreases when increasing the SNR, all three methods have the same performance. However, at \( 10^{-2} \) BER, the algorithm performance for the high-normalized linewidth (\( 5 \cdot 10^{-4} \)) case exhibits a 1.8 dB SNR penalty compared to that of the low-normalized linewidth (\( 5 \cdot 10^{-5} \)) case. Note that, compared to the absence of the phase noise, there always exists a 1.2 dB SNR penalty after the CPE inherent to the traditional BPS algorithm [6]. The tolerated normalized linewidth of the algorithms at 12.2 dB SNR (which is 1 dB above the SNR reaching the target BER = \( 10^{-3} \)) is further investigated in Fig. 3(d). The BER remains constant as long as the normalized linewidth is smaller than \( 5 \cdot 10^{-5} \) and starts to increase for higher linewidths. Once again, the evolutions of all three algorithms are superimposed, confirming the effectiveness of the proposed low-complexity CPEs. It is clearly seen that the CPE algorithms for 16OQAM signals can tolerate the normalized linewidth of \( 10^{-4} \), while our proposed methods reduce much computational effort, compared to the traditional M-BPS method.
Number of phase tests, \( B \)

<table>
<thead>
<tr>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 10\(^{-3} \) |

BER

Block length, \( 2N \) (samples)

<table>
<thead>
<tr>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 10\(^{-3} \) |

BER

Normalized linewidth, \( \Delta \nu \cdot T_s \)

| 5 \cdot 10\(^{-5} \) |

| 5 \cdot 10\(^{-4} \) |

| 5 \cdot 10\(^{-5} \) |

| 5 \cdot 10\(^{-6} \) |

BER

| 10\(^{-3} \) |

BER

SNR (dB)

<table>
<thead>
<tr>
<th>7</th>
<th>9</th>
<th>11</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>BER</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 10\(^{-3} \) |

BER

| 10\(^{-4} \) |

| 10\(^{-3} \) |

| 10\(^{-2} \) |

| 10\(^{-1} \) |

BER

| M-BPS |

| LC-BPS |

| SLC-BPS |

| M-BPS |

| LC-BPS |

| SLC-BPS |

| SLICE-BPS |

4 Conclusion

A low-complexity modified blind phase search (BPS) algorithm for OQAM signals has been proposed and numerically validated with 5-subcarriers FBMC-16OQAM systems. The proposed method provides a tolerated normalized linewidth of \( 10^{-4} \) for a 1 dB SNR penalty at \( \text{BER} = 10^{-3} \), as the BPS with reduced computational effort.
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8-state unclonable encryption
Boris Škorić, TU Eindhoven (b.skoric@tue.nl)

Unclonable Encryption quantum-protects classical ciphertext so that it cannot be copied. We propose an improved variant which has better efficiency and noise tolerance. Our variant uses four cipherstate bases that are equally spaced on the Bloch sphere, instead of the usual $+$ and $\times$ basis.

Unclonable Encryption (UE) was introduced by D. Gottesman [1] in 2003 and has since been largely ignored. There is a quantum channel from Alice to Bob, but no (cheap) channel from Bob to Alice. This scenario is relevant for instance when a message is sent into the future, or in the case of significant time lags in long-distance communication, or if multiple-round protocols are too costly. The aim of UE is to send a classical ciphertext to Bob, quantum-protected in such a way that one of the following two outcomes occurs: Either (i) Bob successfully recovers the plaintext and verifies its authenticity. Eve learns nothing about the ciphertext. Or (ii) Eve learns some of the ciphertext and Bob is not able to recover&verify the plaintext, i.e. the attack has been noticed.

Gottesman identified the implication chain quantum authentication $\Rightarrow$ UE $\Rightarrow$ Quantum Key Distribution. He gave a UE construction based on classical error correction (ECC) and single-qubit operations. Encryption consists of the following steps: append a Message Authentication Code (MAC) to the plaintext; encode using the ECC; encrypt with a One-Time Pad (OTP); prepare qubit states using Conjugate Coding (CC) in the $+$ $\times$ bases. The scheme requires a MAC key, an OTP and a key (one bit per qubit indicating the basis choice) for the CC. Eve cannot copy the qubit states without knowing the CC key. If Bob detects no tampering, the MAC key and the CC key can be safely re-used.

Gottesman’s scheme has the drawback that the CC allows Eve to obtain partial information about the qubit states. This necessitates Privacy Amplification (compression) and limits the amount of noise that can be tolerated on the quantum channel to 13.7% bit error rate. We replace the CC by 8-state encryption (Fig. 1), which works with 4 basis options and completely hides the qubit state from Eve. As a consequence, privacy amplification is not required, and any noise can be tolerated that is correctable by a classical ECC.

This result has potential implications for low-interaction QKD variants and commitment schemes that need unclonability.

![Diagram](image)

Figure 1: The eight cipherstates $|\psi_{uwg}\rangle = E_{uw}|\psi_g\rangle$ shown (left) on the Bloch sphere, as corner points $(\pm 1, \pm 1, \pm 1)/\sqrt{3}$ of a cube; and (right) as elliptic polarisation states. ‘R’=right, ‘L’=left.
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Optimizing the discretization in Zero Leakage Helper Data Systems

Taras Stanko, Fitria Nur Andini, and Boris Škorić. TU Eindhoven. t.stanko@tue.nl

Helper Data Systems (HDSs) are a cryptographic primitive that allows for the reproducible extraction of secrets from noisy measurements. Redundancy data called Helper Data makes it possible to do error correction while leaking little or nothing (‘Zero Leakage’) about the extracted secret string. We study the case of non-discrete measurement outcomes. In this case a discretization step is required. Recently de Groot et al. described a generic method to perform the discretization in a Zero Leakage manner. We extend their work and show how the discretization intervals should be set to maximize the amount of extracted secret key material when noise is taken into account.

Verbitskiy et al. [1] introduced a Zero Leakage Fuzzy Extractor (ZLFE) for $X \in \mathbb{R}$. They divided the space $\mathbb{R}$ into $N$ intervals $A_0, \ldots, A_{N-1}$ that are equiprobable in the sense that $\Pr[X \in A_j] = 1/N$ for all $j$. At enrollment, if $X$ lies in interval $A_j$ then $S$ is set to $j$. For the helper data they introduced a further division of each interval $A_j$ into $m$ equiprobable subintervals $(A_{jk})_{k=0}^{m-1}$. If the enrollment measurement $X$ lies in interval $A_{jk}$ then the index $k$ is stored as helper data. The fact that all these subintervals are equiprobable leads to independence between the helper data and the secret.

De Groot et al. [2] took the limit $m \to \infty$ and showed that the resulting scheme is not just a ZLFE but the generic best performing ZLFE for $X \in \mathbb{R}$; other ZLFEs for $X \in \mathbb{R}$ can be derived from the generic scheme. Furthermore, de Groot et al. generalized the scheme of [1] from ZLFEs to general ZLHDSs by allowing intervals $A_0, \ldots, A_{N-1}$ that are not equiprobable. Several questions were left open regarding the Rec (reconstruction) procedure in general ZLHDSs and the performance of ZLHDSs compared to ZLFEs.

We derive an optimal Rec procedure that minimizes the probability of reconstruction errors. We obtain analytic formulas for Gaussian noise and Lorentz-distributed noise. Using this Rec we study the performance of ZLHDSs compared to ZLFEs. We define performance as the mutual information between the secret ($S$) and the reconstructed secret ($\hat{S}$) conditioned on the fact that the adversary knows the helper data ($W$). The mutual information $I(S; \hat{S}|W)$ represents the maximum amount of secret key material that can be extracted from $X$ using a ZLHDS. The intricacies of the Rec procedure cause the mutual information to become a very complicated function of the choice of quantisation intervals $A_0, \ldots, A_{N-1}$. We have to resort to numerics. Our numerical results for Gaussian source and Gaussian noise show that optimization of the discretization intervals yields an improvement with respect to the ZLFE in terms of mutual information as well as reconstruction error probability. In most cases the gain in $I(S; \hat{S}|W)$ is modest (a few percent), but the reduction of the error rate can be substantial. We conclude that in practice it is better to use a ZLHDS than a ZLFE.

Zero-Leakage Multiple Key-Binding Scenarios for SRAM-PUF Systems Based on the XOR-Method

Lieneke Kusters  Tanya Ignatenko  Frans M.J. Willems
Eindhoven University of Technology
Dept. Electrical Engineering, SPS Group
P.O. Box 513, 5600 MB, Eindhoven
c.j.kusters@tue.nl  t.ignatenko@tue.nl  f.m.j.willems@tue.nl

Abstract

We show that the XOR-method based on linear error-correcting codes can be applied to achieve the secret-key capacity of binary-symmetric SRAM-PUFs. Then we focus on multiple key-bindings. We prove that no information is leaked by all the helper data about a single secret key both in the case where we use the same key all the time and when we use different keys. The notion of symmetry is crucial in these proofs.*

1 Introduction

The power-on state of static random-access memory (SRAM) can be used as a physical unclonable function (PUF)[7][3]. A PUF results from randomness in the production process of a device, and is hard to predict or to copy while at the same time the response is reliable. These properties make PUFs useful for various security systems.

In this paper, we investigate the XOR-method for secret-key binding to an SRAM-PUF. We show that as a result of symmetry in the state of the SRAM cells there is no leakage in multiple key-binding scenario’s.

2 Secret-Key Binding Scheme

It is our goal to share a secret key $S$, assuming values in $\{1, 2, \cdots, |S|\}$, between an encoder and a decoder using a secret-key binding scheme as in Figure 1. Both parties observe the same SRAM-PUF, resulting in binary observation vectors $X^N = (X_1, X_2, \cdots, X_N)$ and $Y^N = (Y_1, Y_2, \cdots, Y_N)$ respectively, corresponding to the start-up values of the $N$ cells of the SRAM. First, the secret key $S$ is generated uniformly at random and presented to the encoder. The encoder then binds this secret key to the observation vector $X^N$ by generating helper data $M$, hence $M = E(S, X^N)$. Now the decoder can construct an estimate $\hat{S}$ of the secret key using the helper data $M$ and his own observation vector $Y^N$, hence $\hat{S} = D(M, Y^N)$. Ideally, the helper data $M$ provides sufficient information to correctly reconstruct the secret key, and then $\hat{S} = S$. At the same time $M$ should not leak any information about the secret to a third party, hence $I(S; M) = 0$. We assume that the SRAM-PUF is binary-symmetric, hence

$$\Pr\{(X^N, Y^N) = (x^N, y^N)\} = \prod_{n=1}^{N} Q(x_n, y_n),$$

*Research carried out in the E! 9629 PATRIOT project, which is funded by the Eurostars-2 joint programme with co-funding from the European Union Horizon 2020 research and innovation programme.
where \( Q(0,1) = Q(1,0) = p \) and \( Q(0,0) = Q(1,1) = 1 - p \), for a parameter \( p \) that satisfies \( 0 \leq p \leq 1/2 \). It is our goal to maximize the achievable secret-key rate for our system.

**Definition 1** A secret-key rate \( R_s \) with \( R_s \geq 0 \) is said to be achievable if for all \( \epsilon > 0 \) and for all \( N \) large enough, there exist encoders and decoders such that:

\[
\Pr\{\hat{S} \neq S\} \leq \epsilon, \\
\frac{1}{N} \log_2 |S| \geq R_s - \epsilon, \\
I(S; M) = 0.
\]

The maximum secret-key rate that is achievable is called the secret-key capacity and is denoted by \( C_s \).

**Theorem 1** The secret-key capacity of a binary-symmetric SRAM-PUF with parameter \( p \) is

\[
C_s = 1 - h(p),
\]

where the binary entropy function \( h(\cdot) \) is defined as

\[
h(\alpha) = \alpha \log_2 \frac{1}{\alpha} + (1 - \alpha) \log_2 \frac{1}{1-\alpha},
\]

for \( 0 \leq \alpha \leq 1 \).

In the next section, we first show that secret-key rates larger than \( C_s = 1 - h(p) \) are not achievable (converse). After that, we show that secret-key rate \( C_s = 1 - h(p) \) is achievable. We achieve this result by applying the so called code-offset method or the XOR-method [4].

### 3 Proof of Theorem 1

#### 3.1 Converse result

We show here that there exists no secure and reliable scheme that meets the conditions in Definition 1 when \( R_s > 1 - h(p) \). Consider the information in the secret key

\[
\log_2 |S| = H(S) = I(S; M, Y^N) + H(S|M, Y^N) \\
\overset{(a)}{=} I(S; M, Y^N) + H(S|M, Y^N, \hat{S}) \\
\leq I(S; M, Y^N) + H(S|\hat{S}) \\
\overset{(b)}{\leq} I(S; M, Y^N) + h(P_e) + P_e \log_2 |S| \\
= I(S; M) + I(S; Y^N|M) + h(P_e) + P_e \log_2 |S| \\
\overset{(c)}{=} 0 + H(Y^N|M) - H(Y^N|M,S) + h(P_e) + P_e \log_2 |S| \\
\leq H(Y^N|M) - H(Y^N|M,S, X^N) + h(P_e) + P_e \log_2 |S| \\
\overset{(d)}{\leq} H(Y^N) - H(Y^N|X^N) + h(P_e) + P_e \log_2 |S| \\
= I(X^N; Y^N) + h(P_e) + P_e \log_2 |S| \\
\overset{(e)}{=} N(1 - h(p)) + h(P_e) + P_e \log_2 |S|,
\]
where (a) follows from the fact that $\hat{S} = D(M, Y^N)$, (b) from Fano’s inequality where $P_e = \Pr\{\hat{S} \neq S\}$, (c) from the requirement $I(S; M) = 0$, (d) from the Markov relation $(S, M) \rightarrow X^N \rightarrow Y^N$, and (e) follows from the fact that all bit-pairs $(X_n, Y_n)$ in the observation vectors are identically distributed according to $Q(\cdot, \cdot)$.

From this derivation we can conclude that

$$
\frac{1}{N} \log_2 |S| \leq \frac{1 - h(p) + h(P_e)/N}{(1 - P_e)},
$$

and a rate $R_s$ is now achievable if

$$
R_s - \epsilon \leq \frac{1}{N} \log_2 |S| \leq \frac{1 - h(p) + h(\epsilon)/N}{(1 - \epsilon)},
$$

for all $\epsilon > 0$ and all $N$ large enough. By letting $\epsilon \downarrow 0$ and $N \to \infty$ we can conclude that achievable rates satisfy $R_s \leq 1 - h(p)$ and consequently $C_s \leq 1 - h(p)$.

### 3.2 Achievability

We have shown that the secret-key capacity $C_s$ of the secret-key binding model cannot exceed $1 - h(p)$. Here we will show that the XOR-method [4], which is based on error-correcting codes, see Figure 2, can be used to achieve capacity $C_s = 1 - h(p)$.

#### 3.2.1 XOR-method and linear coding

The secret key $S^K$ is now assumed to be a $K$-bit uniformly chosen binary vector. It is mapped to a codeword $C^N$ by an encoder $E_L$ corresponding to a linear error-correcting code, hence $C^N = E_L(S^K)$. Subsequently the helper data $M^N$, a binary vector of length $N$, is generated by adding modulo-2 the codeword $C^N$ to the observation vector $X^N$. Similarly, at the receiver side, a decoder $D_L$ transforms a noisy version codeword $\tilde{C}^N$ into an estimate of the secret key, i.e., $\hat{S}^K = D_L(\tilde{C}^N)$. The noisy version $\tilde{C}^N$ of the codeword results from adding, modulo-2, the helper data $M^N$ to the observation vector $Y^N$.

Clearly, since $\tilde{C}^N = C^N \oplus X^N \oplus Y^N$, bit-errors occur with probability $p$. Therefore we can model the behavior of the XOR-scheme as a binary-symmetric channel with

$$
S^K \xrightarrow{E_L} C^N \oplus M^N = C^N \oplus X^N \oplus Y^N \xrightarrow{D_L} \hat{S}^K
$$

Figure 2: The XOR-method for secret-key binding.
We show that for this scheme a linear error-correcting code exists that achieves secret-key capacity \( C_s = 1 - h(p) \).

We will use a random coding argument but will here generate a linear code at random, see [2]. We assume that a binary generator matrix \( G^{K\times N} \) is generated uniformly at random. Now a codeword corresponding to a secret \( S^K \) is constructed by matrix multiplication as follows

\[
C^N = S^K G^{K\times N} = \sum_{k=1}^{K} S_k G^N_k,
\]

where \( G^N_k \) corresponds to the \( k^{th} \) row of the matrix and the additions are modulo-2. The receiver decodes a received codeword \( Ĉ^N \) by evaluating all \( 2^K \) possible secret keys and decodes \( Š^K \), if \( Š^K \) is the unique key satisfying

\[
d_H(Š^K G^{K\times N}, Ĉ^N) < \delta N, \tag{1}
\]

where \( d_H(\cdot, \cdot) \) denotes Hamming distance, and \( \delta \) is appropriately chosen. Note that minimizing the Hamming distance is the best strategy for finding the most probable secret, since the secrets are equally likely and the channel is binary-symmetric.

In the presented linear coding scheme an error can occur in two cases. An error of the first kind occurs when the channel output \( Ĉ^N \) is not close enough to the channel input \( C^N \), and therefore the Hamming distance in (1) is too large for the correct secret key \( S^K \). The probability of occurrence of this event is

\[
\Pr\{d_H(S^K G^{K\times N}, Ĉ^N) \geq \delta N\} = \Pr\{d_H(C^N, Ĉ^N) \geq \delta N\} \tag{a}
\]

\[
= \Pr\{d_H(X^N, Y^N) \geq \delta N\} \leq 2^{-Nd(\delta/|p|)}, \tag{2}
\]

where (a) follows from the Chernoff bound (see Appendix A), with \( \delta > p \).

An error of the second kind occurs when the channel output \( Ĉ^N \) is close to possible channel input \( C^N = Š^K G^{K\times N} \), for some \( Š^K \neq S^K \). The probability that this occurs is

\[
\Pr\{d_H(Ĉ^N, Ĉ^N) < \delta N\}
\]

\[
= \Pr\{d_H(S^K G^{K\times N}, S^K G^{K\times N} \oplus X^N \oplus Y^N) < \delta N\} \leq 2^{-Nd(\delta/|1/2|)}, \tag{b}
\]

where (b) follows from the fact that \( Ĉ^N \) and \( Ĉ^N \) are independent and Chernoff’s bound (see Appendix A) can be applied, with \( \delta < 1/2 \). Furthermore, the independence of \( Ĉ^N \) and \( Ĉ^N \) follows from the fact that \( Š^K \) and \( S^K \) differ in it least one bit, and therefore the resulting codewords \( Ĉ^N \) and \( Ĉ^N \) differ at least by one randomly generated matrix row and are thus independent.

There are \( 2^K - 1 \) messages \( Š^K \neq S^K \), and therefore the probability of occurrence of an error of the second kind, using the union bound, is bounded as

\[
\sum_{Ș^K \neq S^K} \Pr\{d_H(Ĉ^N, Ĉ^N) < \delta N\} \leq (2^K - 1)2^{-Nd(\delta/|1/2|)} \leq 2^{-N(1 - h(\delta) - K/N)}, \tag{3}
\]

It follows from the equations (2) and (3) that the error probability converges to zero for large \( N \), as long as \( K/N < 1 - h(\delta) \) and \( p < \delta < 1/2 \). Therefore, \( K/N \) can get arbitrarily close to \( C_s = 1 - h(p) \) for \( \delta \to p \). The above results show, that averaged over the random linear code, the error probability vanishes for \( N \to \infty \) for all \( K/N = \frac{1}{h} \log 2^K \) arbitrarily close to \( C_s \). Therefore, we can conclude that there are linear codes that achieve the capacity \( C_s \), although we should still verify that \( I(M^N; S^K) = 0 \).
3.2.2 Information leakage by the helper data

We use the XOR-scheme (Figure 2) to bind a secret key \( S^K \) to an SRAM-PUF by creating helper data \( M^N \), based on the observation vector \( X^N \). In order for the scheme to be secure, we require that the (public) helper data \( M^N \) by itself does not leak any information about the secret key \( S^K \). We can easily show that this is true for one secret \( S^K \) and helper data \( M^N \):

\[
I(M^N; S^K) \overset{(a)}{\leq} I(M^N; C^N) = I(C^N \oplus X^N; C^N) = H(C^N \oplus X^N) - H(C^N \oplus X^N | C^N) \leq N - H(X^N) = N - N = 0,
\]

where (a) follows from the data-processing inequality, see Cover and Thomas [1], p. 35. This concludes the achievability part of the proof of Theorem 1.

4 Multiple SRAM-PUF Observations

4.1 Introduction

So far we have considered a single run of the key-binding scheme only, i.e. a binding step in which a key is bound to an SRAM observation followed by a reconstruction of the secret from a second observation of the SRAM and the public helper data.

However, it is not so obvious whether information leakage occurs when the same SRAM-PUF is used to bind secret keys multiple times. In this case the encoder constructs \( T \) helper data sequences \( \{M^N_1, M^N_2, \ldots, M^N_T\} \) by binding each secret key to another observation of the SRAM-PUF \( \{X^N_1, X^N_2, \ldots, X^N_T\} \). In this section we prove that even if all helper data is observed, no information is leaked about any single secret.

However, before we can investigate the information leakage resulting from multiple key-binding using the XOR-scheme, we first analyze the relation between multiple observations of the same SRAM-PUF.

4.2 SRAM model

An SRAM is composed of \( N \) cells of which the start-up values can be observed multiple times. We assume that all observations of cell \( n \) are i.i.d. where the probability of a 1 being observed is given by the cell’s state \( \theta_n \). The states \( \theta^N = (\theta_1, \theta_2, \ldots, \theta_N) \) of the cells are i.i.d. given by a random variable \( \Theta_n \) which has probability density function (see e.g. [6], [5]):

\[
p_{\Theta_n}(\theta) = p_\Theta(\theta), \quad 0 \leq \theta \leq 1.
\]

In the following, we analyze multiple observations of a single cell with index \( n \in \{1, 2, \cdots, N\} \). For this purpose we define the cell-observation vector \( X^T = (x_1, x_2 \cdots x_T) \), with \( x_t \) the \( t^{th} \) observation of the \( n^{th} \) SRAM cell. Now, we can start our analysis.

First, we use (4) and the fact that the observations are i.i.d. to find that for some cell-observation vector \( X^T \)

\[
\Pr \{ X^T = x^T \} = \int_0^1 (1 - \theta)^{T - wH(x^T)} \theta^{wH(x^T)} p_\Theta(\theta) d\theta,
\]
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where \( w_H(x_T) \) is the Hamming weight, or the number of ones in vector \( x_T \). Note that the probability of the vector \( x_T \) only depends on its Hamming weight \( w_H(x_T) \). Therefore, there are \( T + 1 \) elementary probabilities

\[
\pi(w) \triangleq \int_0^1 (1 - \theta) ^{-w} \theta ^w p_\theta(\theta) d\theta,
\]

for \( w = 0, 1, \ldots, T \), that determine the cell vector probabilities

\[
Pr\{X^T = x^T\} = \pi(w_H(x^T)).
\]

### 4.3 Symmetric SRAM model

Next, we assume that for SRAM-PUFs the density \( p_\theta(\theta) \) of the state \( \theta \) is symmetric, that is

\[
p_\theta(\theta) = p_\theta(1 - \theta), \quad 0 \leq \theta \leq 1.
\]

It turns out that the symmetry of the probability density function of the state of the SRAM-PUF cells is an essential feature needed in our later proofs. As a result the elementary probabilities also show symmetric behavior:

\[
\pi(T - w) = \int_0^1 (1 - \theta) ^{-w} \theta ^w p_\theta(\theta) d\theta = \int_0^1 (1 - \theta) ^{-w} \theta ^w p_\theta(1 - \theta) d\theta
\]

\[
= \int_0^1 (\theta') ^{-w} (1 - \theta') ^{-w} p_\theta(\theta') d\theta' = \pi(w),
\]

for \( w = 0, 1, \ldots, T \).

**Lemma 1** A consequence of the symmetry is that for the probability of the cell vector

\[
Pr\{X^T = x_1, \ldots, x_T\} = \pi(w_H(x_1, \ldots, x_T))
\]

\[
= \pi(T - w_H(x_1, \ldots, x_T))
\]

\[
= \pi(w_H(\overline{x_1}, \ldots, \overline{x_T})) = Pr\{X^T = \overline{x}_1, \ldots, \overline{x}_T\},
\]

where \( \overline{x} \) corresponds to the inverse of a bit \( x \).

From this lemma we can conclude for any \( t \in \{1, 2, \ldots, T\} \) and \( x_1, x_2, \ldots, x_T \)

\[
Pr\{X^T = x_1, \ldots, x_T\} = \pi(w_H(x_1, \ldots, x_T))
\]

\[
= \pi(w_H(x_1 \oplus x_t, \ldots, x_t \oplus x_t, \ldots, x_T \oplus x_t))
\]

\[
= Pr\{x_1 = x_1 \oplus x_t, \ldots, x_t = 0, \ldots, x_T = x_T \oplus x_t\}.
\]

Until now, we have looked at \( T \) observations \( X^T \) of a single cell with index \( n \in \{1, 2, \ldots, N\} \). However, recall that we are interested in the relation between two or more observation vectors, that each correspond to an observation of all the \( N \) cells in the SRAM-PUF. Therefore, we now define \( T \) observation vectors \( \{X^N_1, X^N_2, \ldots, X^N_T\} \), each corresponding to an observation of all \( N \) SRAM cells, and we can state the following corollary.

**Corollary 1** For all \( x^N_1, x^N_2, \ldots, x^N_T \) we have that for any \( t \in \{1, 2, \ldots, T\} \)

\[
Pr\{X^N_t = x^N_t, \ldots, X^N_t = x^N_t\} = Pr\{x^N_t = x^N_t \oplus x^N_t, \ldots, x^N_T = x^N_T \oplus x^N_t\}.
\]
4.4 Information leakage for multiple key-binding

We use the results from Corollary 1 to prove that no information leakage is resulting from observing multiple helper data corresponding to multiple key-binding with the same SRAM-PUF. For key binding of the \( t \)-th key \( S^K_t \) with \( t \in \{1, 2, \ldots, T\} \), helper data \( M^N_t \) is generated from the codeword \( C^N_t \) and SRAM observation \( X^N_T \), according to \( M^N_t = C^N_t \oplus X^N_T \), see also Figure 2.

**Different Keys:** First, we look at multiple key-binding with different secret keys \( S^K_i \) and thus different codewords \( C^N_i = E_L(S^K_i) \), for which we find that for any of the codewords \( C^N_i \), with \( t \in \{1, \ldots, T\} \)

\[
\Pr\{M^N_1 = m^N_1, \ldots, M^N_T = m^N_T | C^N_i = c^N_i\} = \sum_{c^N_1 \in C^N} \ldots \sum_{c^N_{t-1} \in C^N} \sum_{c^N_{t+1} \in C^N} \ldots \sum_{c^N_T \in C^N} \frac{1}{|C^N|^T-1} \Pr\{X^N_1 = m^N_1 \oplus c^N_1, \ldots, X^N_T = m^N_T \oplus c^N_T\} = f(m^N_1, \ldots, m^N_T),
\]

where \( f(\cdot) \) is some function that does not depend on \( c^N_i \). Moreover in (a) we used Corollary 1. We can now conclude that

\[
\Pr\{M^N_1 = m^N_1, \ldots, M^N_T = m^N_T\} = \sum_{c^N \in C^N} \Pr\{M^N_1 = m^N_1, \ldots, M^N_T = m^N_T | C^N_i = c^N_i\} \Pr\{C^N_i = c^N_i\} = \sum_{c^N \in C^N} f(m^N_1, \ldots, m^N_T) \Pr\{C^N_i = c^N_i\} = f(m^N_1, \ldots, m^N_T) = \Pr\{M^N_1 = m^N_1, \ldots, M^N_T = m^N_T | C^N_i = c^N_i\},
\]

for any \( c^N_i \) and any \( t \in \{1, 2, \ldots, T\} \). Now \( I(C^N_1; M^N_1, \ldots, M^N_T) = H(M^N_1, \ldots, M^N_T) - H(M^N_1, \ldots, M^N_T | C^N_i = c^N_i) \) is by the data-processing inequality

\[
I(S^K_t; M^N_1, \ldots, M^N_T) \leq I(C^N_1; M^N_1, \ldots, M^N_T) = 0,
\]

and thus observation of the helper data does not leak any information about any of the secrets \( S^K_t \), with \( t \in \{1, 2, \ldots, T\} \).

**Single Key:** Similarly for multiple bindings with a single secret-key \( S^K \) and thus a single codeword \( C^N \), we can show that

\[
\Pr\{M^N_1 = m^N_1, \ldots, M^N_T = m^N_T | C^N = c^N\} = \Pr\{X^N_1 = m^N_1 \oplus c^N, \ldots, X^N_T = m^N_T \oplus c^N\} = \sum_{c^N \in C^N} \Pr\{C^N = c^N\} = \sum_{c^N \in C^N} \Pr\{X^N_1 = m^N_1 \oplus c^N, \ldots, X^N_T = m^N_T \oplus c^N\} = g(m^N_1, \ldots, m^N_T),
\]
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where $g(\cdot)$ is some function that does not depend on $c^N$, and (a) follows from Corollary 1. Following similar reasoning as used for different keys, we can conclude that $I(S^K; M_1^N, \ldots, M_T^N) = 0$, and thus observation of the helper data does not leak any information about the secret $S^K$.

5 Conclusion

We have shown that the secret key $S^K$ can be shared, using the XOR-scheme shown in Figure 2 and linear coding, with a rate $R_s$ arbitrary close to $1 - h(p)$, where $p$ is the cross-over probability between two observations of the same SRAM-PUF cell. Furthermore, we have shown that the presented scheme is secure in the sense that no information is leaked by the helper data $M^N$ about the secret key $S^K$, even if the same scheme (and SRAM-PUF) is used multiple times to bind either the same or different secret keys. This result follows from the key-assumption that the probability density function of the states of the SRAM cells is symmetric.

A Chernoff bound

Let $U_1, \ldots, U_N$ be independent random variables with $U_i \in \{0, 1\}$ and $\Pr\{U_i = 1\} = p$, for $i = 1, \ldots, N$. Then, for any $a \in (p, 1]$ and $b \in [0, p)$, we have

$$\Pr\left\{\sum_{i=1}^{N} U_i \geq aN\right\} \leq 2^{-Nd(a||p)}, \quad \text{and} \quad \Pr\left\{\sum_{i=1}^{N} U_i \leq bN\right\} \leq 2^{-Nd(b||p)},$$

with $d(x||y) \triangleq x \log_2 \frac{x}{y} + (1 - x) \log_2 \frac{1-x}{1-y}$.
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Abstract

As the number of devices connected to internet is rapidly increasing, it is expected that by 2025, every device will have a wireless connection, hence leading to trillions of wirelessly connected devices. Therefore, internet of things (IoT) with long range, low power and low throughput (e.g., Sigfox and LoRa) are raising as a new paradigm enabling to connect those trillions of devices efficiently. In such networks with low power and throughput, localization became more challenging. However, in most of IoT applications (e.g., asset tracking) we are interested in localizing the nodes within a certain area, rather than estimating the exact position with global positioning system (GPS) coordinates. Therefore, the problem can be simplified to estimate the node’s sector. In this paper we propose a localization mechanism based on machine learning and assuming that some nodes in the sector are integrated with a GPS. By using these GPS-nodes as a reference the network can learn the position of the other nodes. The results revealed that using the user back-end measurements (e.g., received signal strength (RSS), number of base stations and the end-to-end delay) nodes can be divided in sectors. Then, the GPS-node is used to define the coordinates of the sector. Moreover, a trade off between number of messages and localization accuracy is illustrated.

1 Introduction

Wireless technologies penetrate in all layers of our daily live. Concepts such as ”Internet of Things (IoT)” and ”Location-Based Services” are rising as a new communication paradigms. The idea behind IoT is to have the objects of our daily life equipped with microcontrollers, transceivers for digital communication, and suitable protocol stacks that will make them able to communicate and becoming an integral part of the Internet [1]. In such networks location information can be exploited in different layers from communication aided perpouses to application level where location information are needed to meaningfully interpret any physical measurements collected by sensor nodes (SN) [1], [2].

In order to enable connectivity for hundreds of SN, the currently deployed IoT networks are using long-rage, low power and low throughput communications [4]-[5]. These characteristics made the localization problem more challenging. In one hand it is too expensive to integrate a GPS receiver in each SN and on the other hand, ranging-based localization techniques face lack of accuracy because of low bandwidth and long distances [7]. An alternative promising localization method is fingerprinting-based localization [8]-[10]. Fingerprinting localization usually works in two phases: offline phase and online phase. In offline phase measurements are collected form SN at different locations and stored as a training data. During the online phase, the measurements of
the $SN$ are compared with the training data to estimate their location. The comparing process is usually done using machine learning algorithms [9]. A comparison between various machine learning algorithms is presented in [11]. It has been shown that decision tree J48 [12] is one of the top accurate algorithms. A localization method for IoT is introduced in [13] which can satisfy diverse requirements for indoor and outdoor scenarios. However, the long range communication is not considered.

In this work we propose a localization algorithm for long range IoT networks based on machine learning. Assuming some nodes are equipped with a GPS receiver the wide served region can be split up into sectors based on the GPS sensor nodes (GPS-$SN$s). Then, the other $SN$ will be classified to one of the sectors using messages fingerprinting.

The rest of the paper is organized as follows, section 2 present localization in long range IoT networks. First, the problem is defined then the details of the proposed algorithm is described. Section 3 demonstrates the experimental results. Finally, Section 4 concludes this paper.

2 Localization in Long range IoT Networks

An IoT network is basically a network where massive number of nodes is connected to the same cloud. One kind of IoT networks is the long range networks [4]-[5]. This kind of networks enable connectivity for hundreds of nodes using relativity low number of base stations [3]. Example of these networks is Sigfox network [4]. Sigfox network is cellular based where the uplink data flow from nodes to base stations is assumed to be 97% of the data traffic. However, in some cases a hybrid networks can be used where nodes forward data to a getaway node which in turn send the data to base stations [1].

2.1 Problem Definition

Since long range IoT networks are cellular based, one may suggest to use multilateration ranging-based techniques for localization. Although they are cellular based, there are two main differences that make ranging-based localization inaccurate. First of all, since each base station covers a relatively large area (long range base station can cover be up to 40 km [3]), using multilateration will lead to a relatively large prediction zone. Secondly, multilateration is a ranging based techniques. Therefore, the accuracy is depend on the estimated distance between base station and nodes. The distance between base station and nodes can be calculated using received signal strength (RSS) and/or time of arrival (ToA). The Cramr-Rao lower bound (CRLB) of a distance estimate $\hat{d}$ derived from RSS estimation provides the following inequality [6]

$$\sqrt{\text{Var}(\hat{d})} \geq \frac{\ln 10}{10} \frac{\sigma_{sh}}{n_p} d$$

(1)

where $\text{Var}\{\cdot\}$ is the variance, $d$ is the distance between the base station and the node, $n_p$ is the path loss factor, and $\sigma_{sh}$ is the standard deviation of the zero mean Gaussian random variable representing the log-normal channel shadowing effect. From Eq. (1) we observe that increasing the distance $d$, which is the case in long range communication, will decease the estimation accuracy by increasing the variance. On the other hand, the best achievable accuracy of a distance estimate $\hat{d}$ derived from ToA estimation satisfies the following inequality [6]

$$\sqrt{\text{Var}(\hat{d})} \geq \frac{c}{2\sqrt{2\pi}\sqrt{\text{SNR}}\beta}$$

(2)
where \( c \) is the speed of light, \( SNR \) is the signal-to-noise ratio, and \( \beta \) is the effective (or root mean square) signal bandwidth. Unlike RSS ranging technique, the accuracy of ToA is based on the signal bandwidth. However, long range communication is mainly based on ultra-narrow-band (UNB) (100Hz) transmission [4]. Therefore, this UNB property leads to extremely inaccurate location estimates using time-based techniques.

### 2.2 Proposed Sector-Based Localization

Consider an outdoor long range communication network (i.e., Sigfox) with a massive number of nodes distributed in a wide area (>40km) with two types of nodes: (i) normal sensor node (\( SN \)), without GPS, use to collect data and forward it to base stations, and (ii) sensor node that has an extra GPS receiver (GPS-\( SN \)), therefore, its messages have a GPS coordinates included. The GPS-\( SN \)s with their known location can be used to virtually partition the wide coverage region to a smaller sectors as shown in Fig. 1 where each sector is assumed to has at least one GPS-\( SN \). Note that, Fig. 1 does not give any indication about the cell coverage since every message being sent form any sector \( \{C_{i,j}\} \) will be received by at least 3 base station.

![Diagram of sector-based localization](image)

Figure 1: Illustrative example of how a wide region can be partitioned to a smaller regions each with a GPS-\( SN \). Each cluster \( C_{i,j} \) has a GPS-\( SN \)

We propose a localization algorithm based on machine learning that uses fingerprinting (RSSI, received SNR and base stations that have received the message) of the GPS-\( SN \) messages as a reference training data for classifying the other \( SN \) to one of the sectors. The machine learning algorithm (i.e., Decision Tree [12], Nave Bayes [14]) will assign each \( SN \) to one of the GPS-\( SN \)’s sector based on their fingerprinting. Let \( N \) be the number of GPS-\( SN \)s in a defined region and \( M \) be the number of base stations that have received a message form a \( SN \). We define region around the GPS-\( SN \) as a sector and denote a given sector by \( \{C_{i,j}\} \). Then, the complete set of all sectors are given by

\[
C = \bigcup \{C_{i,j}\}, \forall i, j
\]

(3)

where \( i \in \{1, 2, ..., M\} \) and \( j \in \{1, 2, ..., N\} \). The proposed algorithm shown in flow chart in Fig. 2 has two main steps:
Figure 2: Proposed algorithm flow chart

1. Define the base station that received the message with highest RSS. For instance, assuming that base station $S_1$ received the highest RSS. Then, the sector of which the message has been transmitted from will be $\{C_{1,j}\}$ where $j \in \{1, 2, \ldots, N\}$.

2. Use machine learning algorithm to classify messages fingerprinting in order to defined the exact sector of the node. This can be done by classifying each $SN$ to one of the GPS-$SN$ sectors. In long range communication networks the fingerprinting of message will include RSS, base stations that received the message, received SNR, and the number of message’s replica.

The proposed algorithm can implicitly overcome the shadowing effect, this is due to the fact that the GPS-$SN$ has a precise location and the other $SN$ in the same sector will suffer relatively the same shadowing effect.

3 Measurements and Discussion

3.1 System Model

The system used is based on Sigfox network. Sigfox network has been deployed in real world and covered a huge part of Belgium with decent amount of base stations [4]. Sigfox is a standard developed by the telecom operator Sigfox. The main innovation of Sigfox network is the UNB (100Hz) transmission being used. This technology, with
the low spectral bandwidth, guarantees a long range communication between nodes and base stations while maintaining a limited transmission power. Binary phase shift keying (BPSK) is used as modulation technique. Because of BPSK spectral efficiency the bit rate is fixed to 100 bits per second.

Many Sigfox modules has been developed by different vendors. Some of these modules are integrated with a GPS receiver (i.e., TD1024 by TD next). Two modules with GPS receiver have been used in the measurements. These two modules will divide test area into two sectors.

3.2 Test Setup

Six nodes in different position have been used in the measurements. A map of the node’s positioned on top of two different buildings in Arenberg campus is shown in Fig. 3. Using this setup the proposed algorithm can be tested in order to localize the sector of SN where each GPS-SN will represent a sector. Moreover, with the node on Mechanical engineering department we can check how different their measurements are form the other nodes on ESAT building. Each node has sent 240 messages, along with each message information such as base station IDs that received the message, RSS at each base station and SNR can be seen on the user back end. As illustrated in the algorithm flow chart the messages received from the GPS-SNs will be used as a training data in order to classify the other received messages.

![Figure 3: Map of the Arenberg campus with the position of the nodes used in the measurements](image)

3.3 Results Analysis

This section details some initial simulation results of the proposed sector-based localization. WEKA software has been used during measurements analysis [15]. Fig. 4 present the highest RSS measurements verses both device ID and base station ID. Obviously, since the measurements have been done in a relatively small region, the same base station (1F23) has mostly received the highest RSS from the different SN. Moreover, Fig. 4a shows that the RSS values of the two nodes GPS-SN$_1$ and GPS-SN$_2$ are separated with 23 dB.

One can say that, based on the two figures Fig. 4a and Fig. 4b, we can easily defined the nodes into two sectors. However, in practical scenario, this will require a large number of messages which is challenging in terms of the delay required to collect
large number of messages. For instance, Sigfox networks allows each individual SN to send only 140 message per day (1 message every 10 minutes) [4]. Therefore, a machine learning (Decision tree, C4.5 [12]) algorithm is used to consider all the possible measurements at the same time. Then, a low number of training data will be required to correctly localize the other messages one by one upon arrival. As shown in Fig. 5 only 3 training messages are enough to get a 95% correctly classifying 240 messages from 3 SN and the other 237 from the two GPS-SNs, while after 10 training messages we can get almost 100% correctly classifying. However, as the density of nodes increase the minimum number of message will increase since more training data will be needed to learn the sector of each node.

Fig. 6 present a more challenging case, in which SN1 is replaced by GPS-SN2. Then, we used the proposed algorithm in order to classify the other two nodes on ESAT roof. Since the nodes are close to each other, more training messages are needed. As shown in Fig. 6 in case of messages by message classification, more than 100 training messages are required in order to get a classification accuracy over 90%. On the other hand, a clear improvement in accuracy is achieved by averaging the RSS of the messages 10 by 10. Based on the observations from Fig. 5 and Fig. 6 there is trade-off between localization accuracy which is represented by the density of GPS-SNs and delay which is represented by the number of messages.

4 Conclusion

A sector-based localization algorithm is proposed for long range IoT networks where the training data are collected by GPS-SN. Assuming GPS-SNs are distributed in the wide region, using the proposed algorithm we can learn the location of the other nodes. Simulation results show that there is a trade-off between the required number of training data to accurately localize the SN and localization accuracy. Furthermore,
Figure 5: Percentage of correctly classified messages using two different machine learning algorithms

Figure 6: Percentage of correctly classified messages using decision tree machine learning algorithm in case of message by message and 10 messages averaging
the results show that averaging the messages finger printing measurements can improve classification accuracy and decrease the number of training messages required.
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Abstract

Validation in a big software system can be managed by analysis of its behaviour through occasionally collected event logs. Process mining is a technique to perform software validation by discovering process models from event logs or by checking the conformance of the logs to a process model. A well-known algorithm in process mining to discover process models is alpha algorithm. However, while utilising alpha algorithm is useful for software validation, the existence of some sensitive information in the log files may become a threat for the privacy of users. In this work, we propose a protocol for privacy-preserving alpha algorithm on encrypted data. Our protocol aims to generate process models for a software without leaking any information about its users. It achieves same computational complexity with the original algorithm despite the additional computation overhead.

1 Introduction

Software systems have an evolving nature which enables them to grow continuously with new updates and interactions. While growth of software systems is beneficial for its functionality, conversely, it complicates managing its validation. In the traditional approach software validation is maintained by analysing the conformance of pre-defined cases in the design time. However, for complex software systems which has interactions with several external tools, a priori prediction of cases is challenging. This challenge introduces a new approach for software validation which shifts the validation procedure to online phase, namely, analysis of software in the run time. The event logs that are generated during the execution of software, enable observation of behaviour and checking the conformance of design requirements.

A non-trivial technique to monitor software behaviour for validation is process mining. As a field between data mining and process modeling, the aim of process mining is to discover, monitor and improve the real processes by extracting information from the event logs [13]. Process mining utilises log information in three categories. The first category is process discovery which generates a process model from log data. The second category is conformance checking whose purpose is to indicate that the real behaviour of the system conforms to the model by comparing event log of a process with an existing process model. Finally, the third category is enhancement where an existing process model is improved by comparing it with event logs.

As the core component of process mining, log data has a crucial role to determine in which way the software behaviour is modelled. Software log can contain information about user, system settings (e.g. type of operating system, number of cores, memory usage), interactions with other components and the date or duration of execution. Aforementioned information is valuable for process miner to obtain knowledge about the software behaviour. On the other hand, the content of information is vulnerable
against privacy threats since it may contain sensitive information about user or system. An example of such a threat is recently experienced by GHTorrent platform [6]. Aiming to monitor GitHub events to simplify searching on them, GHTorrent does not consider removal of personal data from events. However, it appears that some users of the platform abused the personal data to send survey invitations to data owners [5]. Receiving hundreds of e-mails from external parties, the data owners has started complaining about their privacy in collected logs∗ which, in the end, required the platform developers to revise their privacy policy [6]. The case of GHTorrent shows that as log based software analysis gets popular, the importance of privacy in log files becomes prominent.

In our work, we aim to design a privacy-preserving process discovery protocol to generate process models from event logs while guaranteeing the privacy of event logs. As an initial step, alpha algorithm [14] is selected for process discovery since it clearly shows the steps for discovery of process models. Our protocol utilises encryption to guarantee the confidentiality of logs. To overcome difficulty of retrieving information from encrypted data, we use homomorphic encryption schemes which enable us to perform operations on ciphertext without using decryption mechanism. These schemes are useful especially in multiparty settings which requires prevention of information leakage to other parties while performing computations on encrypted data.

Privacy in software is investigated from different aspects by research community. Several works focus on providing privacy in released test data through anonymization techniques [7, 10] or machine learning techniques [8]. Some other works, e.g. [2, 3], are interested in controlling crash report generation to eliminate sensitive information in reports. Furthermore, preventing the leakage of sensitive data from running software is another concern in software privacy which is achieved by utilising information flow mechanisms in [4] and [15]. However, to the best of our knowledge, none of the existing works deals with the privacy of software validation under process mining. Our protocol is the first attempt to operate process discovery algorithms on software in a privacy-preserving manner.

In the rest of the paper, first we provide some preliminary knowledge (Section 2). Then, we introduce the protocol for privacy preserving alpha algorithm in Section 3 and continue with the complexity analysis in Section 4. Finally, in Section 5, we conclude our paper and explain the directions of future research.

2 Preliminaries

Prior to explain the protocol for privacy-preserving alpha algorithm, we provide some preliminary knowledge about alpha algorithm and cryptographic tools in this section.

2.1 Alpha Algorithm

Alpha algorithm is one of the first process discovery algorithms to discover process models from event logs. Since it covers basic steps of discovery, it is favourable as a starting point for process discovery. It takes an event log \( L \) as input and outputs a process model. The process model is represented as a Petri net, which is a modelling language used in process mining [14]. \( L \) is a set of traces and each trace is a set of activities. Formally, \( L = [\sigma_1, \sigma_2, ..., \sigma_x] \) where \( \sigma_i \) is a trace and \( x \in \mathbb{Z}^+ \). For each \( \sigma_i = \langle t_{i1}, ..., t_{ij} \rangle \), \( t_{ij} \) is an activity where \( 1 \leq j \leq K \) and \( K \) is the maximum number of activities. Then, \( L = [\langle t_{i1}, ..., t_{ij} \rangle, \langle t_{i2}, ..., t_{ij2} \rangle, ..., \langle t_{ix}, ..., t_{ijx} \rangle] \).

Alpha algorithm runs in 8 steps to generate a process model. In this section, the steps of alpha algorithm is explained through an example. Assuming that following event log \( \hat{L} \) is collected from a software

∗https://github.com/ghtorrent/ghtorrent.org/issues/32
$L = \{\langle a, b, e, f \rangle, \langle a, b, e, c, d, b, f \rangle, \langle a, b, c, e, d, b, f \rangle, \langle a, b, c, d, e, b, f \rangle, \langle a, e, b, c, d, b, f \rangle\}$,
the alpha algorithm proceeds through the following steps:

**Step 1:** Discovers distinct set of activities ($T_L$) in $L \implies T_L = \{a, b, c, d, e, f\}$.

**Step 2:** Discovers initial activities ($T_I$) in each $\sigma_i \implies T_I = \{a\}$ and assigns an initial place $i_L$.

**Step 3:** Discovers final activities ($T_O$) in each $\sigma_i \implies T_O = \{f\}$ and assigns a final place $o_L$.

**Step 4:** Groups activities using ordering relations (direct succession ($\rightarrow$), causality ($\rightarrow$), parallel ($|$) and choice (#)) [14] to create relation set $X_L$. The relations between each activity can be represented in a footstep matrix as in Figure 1.

Then, using footstep matrix, $X_L$ is $\implies X_L = \{\{\{a\}, \{b\}\}, \{\{a\}, \{e\}\}, \{\{b\}, \{c\}\}, \{\{b\}, \{f\}\}, \{\{c\}, \{d\}\}, \{\{d\}, \{b\}\}, \{\{e\}, \{f\}\}, \{\{a, d\}, \{b\}\}, \{\{b\}, \{c, f\}\}\}$.

**Step 5:** Removes pairs from $X_L$ to create an optimised relation set ($Y_L$) $\implies Y_L = \{\{\{a\}, \{e\}\}, \{\{c\}, \{d\}\}, \{\{e\}, \{f\}\}, \{\{a, d\}, \{b\}\}, \{\{b\}, \{c, f\}\}\}$.

**Step 6:** Determines set of places for process model ($P_L$) $\implies P_L = \{p_{(a),\{e\}}, p_{(c),\{d\}}, p_{(e),\{f\}}, p_{(a,d),\{b\}}, p_{(b),\{c,f\}}, i_L, o_L\}$.

**Step 7:** Connects places $P_L$ by introducing arcs $F_L$.

**Step 8:** Returns $\alpha(L) = (P_L, T_L, F_L)$ which is demonstrated as a Petri net in Figure 1.

Figure 1: Footstep matrix and process model as Petri net for $E(L)$.

### 2.2 Cryptographic Tools

As stated in Section 1, we construct our protocol on homomorphic encryption schemes to prevent leakage of sensitive information during computations. Considering the trade-off between somewhat homomorphic and additively homomorphic schemes with respect to efficiency of operations and functionality of cryptosystem, we decide to analyse our protocol both on additive homomorphic scheme, Paillier cryptosystem [11], and on somewhat homomorphic scheme, YASHE [1].

**Paillier cryptosystem:** Based on decisional composite residuosity problem [11], Paillier cryptosystem can encrypt a plaintext $m$ on a modulus $N = p \cdot q$ where $p$, $q$ are large primes and $g = n + 1$ as $E(m) = g^m \cdot r^N \mod N^2$ where $r \in R Z_N$. The cryptosystem enables to perform addition and scalar multiplication on encrypted text. Two encrypted plaintext $m_1$, $m_2$ can be added as $E(m_1) \cdot E(m_2) = E(m_1 + m_2)$. Scalar multiplication is performed as $E(m_1)^c = E(c \cdot m_1)$. 
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YASHE: While Paillier cryptosystem is constructed on integers, YASHE scheme is constructed on ideal lattices. The security of the scheme is based on Ring Learning with Errors assumption \[1\]. Because of page limitation, we refer readers to \[1\] for more details. Here we only summarise homomorphic properties of YASHE scheme.

We are given two ciphertexts \(c_1\) and \(c_2\) which are encryptions of \(m_1\) and \(m_2\) and \([\cdot]_a\) refers to reduction to modulus \(a\). Then, homomorphic addition is achieved by adding \(c_1\) and \(c_2\) as \(c = [c_1 + c_2]_a\) which is equal to the encryption of \([m_1 + m_2]_t\). On the other hand, homomorphic multiplication is performed in two phases. In the first phase an intermediate ciphertext \(\hat{c} = [[t/q \cdot c_1 \cdot c_2]_q\) is computed. Since this operation increases noise which prevents a correct decryption of ciphertext \(c\), in the second phase a Key Switching mechanism is applied to \(\hat{c}\) to transform it into a decryptable ciphertext \(c\).

3 Privacy-Preserving Alpha Algorithm

We now describe our protocol for privacy-preserving alpha algorithm on encrypted data. The protocol is based on semi-honest model with three entities which are User, Log Repository and Process Miner. User is the end user of a software who generates event logs and sends them to Log Repository in encrypted form. Log Repository is a semi-honest storage unit which is responsible for collecting and storing encrypted event logs. It can be either specific to a certain software product or a common repository which manages logs from different software products. Since Log Repository is not fully trusted, in our setting it is not allowed to see order relations between any two encrypted activities of event log \(L\). Finally, Process Miner is a semi-honest third party which has capabilities to generate process models from encrypted event logs. To be able to generate process models, Process Miner has to learn the order relations in event logs. However, it cannot learn the content of log files.

The protocol is based on three main phases which are Set Up, Relation Discovery and Model Discovery which are demonstrated in Figure 2. As it is explained later in this section, Relation Discovery phase requires utilisation of secure equality tests to discover relations between encrypted activities. Thus, Secure Equality Check subcomponent is integrated to that phase. We show two efficient Secure Equality Check mechanisms \[12, 9\] here, but, other efficient mechanisms can also be adapted to the protocol. Rest of this section explains each phase of privacy-preserving alpha algorithm protocol in detail.

![Figure 2: Overview of Privacy-Preserving Alpha Algorithm](image)

3.1 Set Up

In Set Up, initially cryptographic keys are generated by a trusted third party and distributed to related entities. Since user is only responsible for generation of encrypted event logs, he is provided public key \(pk\). Log Repository and Process Miner are given their secret shares \(sk_{LR}\) and \(sk_{PM}\), respectively.

In the second part of Set Up phase, according to user’s interaction with software an event log \(L\) is generated, as explained in Section 2. After generation of \(L\), user
encrypts it under selected encryption scheme (Paillier or YASHE) using \( pk \) and outsources encrypted log \( E(L) \) to Log Repository. Finally, Log Repository shares \( E(L) \) with Process Miner which is going to discover process model in encrypted log data. The format of data that Process Miner retrieves is:

\[
E(L) = [\langle E(t_{11}), ..., E(t_{j_1}) \rangle, \langle E(t_{12}), ..., E(t_{j_2}) \rangle, ..., \langle E(t_{1s}), ..., E(t_{j_s}) \rangle].
\]

### 3.2 Relation Discovery

The core of our protocol is to securely detect distinct activities, address initial and last activities in each trace and identify the relations between them. To that end, we construct a relation table \( RT \) whose indices correspond to encrypted activities. For each index, \( RT \) shows whether the activity is initial (Init) or last (Last) in its trace and it stores the list of direct successors (Direct Successor) for the activity. When an encrypted activity \( E(t_{y}) \) where \( y \in [1, j] \) is retrieved, \( RT \) is searched to find a match for \( E(t_{y}) \) using secure equality checks. If there is no match for \( E(t_{y}) \), then it is inserted into \( RT \) as a new index. Figure 3 demonstrates the procedure of Relation Discovery phase.

<table>
<thead>
<tr>
<th>Log Repository ((sk_{LR}))</th>
<th>Process Miner ((E(L), sk_{PM}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \forall E(t_i) \in E(L), \text{check } RT[k] )</td>
<td>EqualityCheck(E(t_i), RT[k], sk_{PM}, sk_{LR}) implies (E(Q)) where (Q \in {0, 1})</td>
</tr>
<tr>
<td>(<del>E(t_i) \in RT) (\rightarrow</del>) update Init, Last, Direct Successor</td>
<td>(\text{else } E(t_i) \notin RT) (\rightarrow~) insert (E(t_i)) into (RT)</td>
</tr>
</tbody>
</table>

Figure 3: Overview of Relation Discovery phase

To clarify the procedure, we can construct \( RT \) by using the example log data in Section 2. Initially, Process Miner has the following encrypted log data:

\[
E(L) = [\langle E(a), E(b), E(e), E(f) \rangle, \langle E(a), E(b), E(c), E(e), E(d), E(b), E(f) \rangle, \langle E(a), E(b), E(c), E(d), E(b), E(f) \rangle, \langle E(a), E(b), E(c), E(d), E(e), E(b), E(f) \rangle, \langle E(a), E(e), E(b), E(c), E(d), E(b), E(f) \rangle].
\]

Starting from the first activity \(E(a)\) in trace \(\sigma_1 = \langle E(a), E(b), E(e), E(f) \rangle\), Process Miner scans \(RT\) to find a match for the current activity. Since initially the table is empty, \(E(a)\) is directly added to \(RT\) (Table 1). For second activity, \(E(b)\), one equality check should be performed to compare it with \(E(a)\). Since \(E(b) \neq E(a)\), \(E(b)\) is inserted into \(RT\) as a new index (Table 2). Furthermore, since \(E(b)\) directly follows \(E(a)\), it is added into Direct Successor list of \(E(a)\). When the same operations are applied for each encrypted activity, the relation table \(RT\) is completed as shown in Table 3.

#### 3.2.1 Secure Equality Check for Relation Discovery

Construction of \(RT\) requires comparison of encrypted activities which has to be managed by secure equality check (SEC) mechanisms. Since proposing an equality check mechanism is not our main concern, we adapted two existing mechanisms to our protocol [9, 12]. Below, we briefly describe these mechanisms and refer the readers to [9, 12] for their detailed description.
Table 1: \( RT \) with one element

<table>
<thead>
<tr>
<th>Index</th>
<th>Init</th>
<th>Last</th>
<th>Direct Successor</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(a)</td>
<td>0</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 2: Inserting \( E(b) \) into \( RT \)

<table>
<thead>
<tr>
<th>Index</th>
<th>Init</th>
<th>Last</th>
<th>Direct Successor</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(a)</td>
<td>0</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>E(b)</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Complete version of relation table \( RT \)

<table>
<thead>
<tr>
<th>Index</th>
<th>Init</th>
<th>Last</th>
<th>Direct Successor</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(a)</td>
<td>0</td>
<td>+</td>
<td>+ 1, 2</td>
</tr>
<tr>
<td>E(b)</td>
<td>1</td>
<td>-</td>
<td>- 2, 3, 4</td>
</tr>
<tr>
<td>E(c)</td>
<td>2</td>
<td>-</td>
<td>- 1, 3, 4, 5</td>
</tr>
<tr>
<td>E(f)</td>
<td>3</td>
<td>-</td>
<td>+ -</td>
</tr>
<tr>
<td>E(c)</td>
<td>4</td>
<td>-</td>
<td>- 2, 5</td>
</tr>
<tr>
<td>E(d)</td>
<td>5</td>
<td>-</td>
<td>- 1, 2</td>
</tr>
</tbody>
</table>

SEC by Toft [12]: Toft [12] proposes a SEC protocol by employing Jacobi symbol. The protocol requires a virtual trusted third party which is Arithmetic Black Box (ABB) to provide secure storage and to perform arithmetic computations. The equality of two values is tested by testing whether their difference \( d \) is equal to 0. For an encryption modulus \( M \), if \( d = 0 \), then Jacobi symbol for \( d + r^2 \) where \( r \in R \) \( M \) is

\[
J_{d+r^2} = \left( \frac{d + r^2}{M} \right) = 1.
\]

Otherwise, if \( d \neq 0 \), \( J_{d+r^2} = -1 \). Although, Toft’s scheme is efficient, the result is correct with \( 1/2 \) probability due to probabilistic nature of Jacobi symbol. Thus, reducing the probability to a negligible degree requires the repetition of protocol \( \kappa \) times with the same input.

SEC by Lipmaa & Toft [9]: Different from [12], Lipmaa and Toft [9] introduce a SEC protocol which utilises Hamming distance. Similar to [12], the protocol is based on zero check for difference \( d \) and ABB is responsible for secure storage and arithmetic computations. Hamming distance is computed between a random \( r \) and \( m = r + d \). To reduce the complexity of operations in Hamming distance computation, an offline preprocessing phase to compute random values, random inverses and random exponents is proposed. Furthermore, for online phase Lagrange interpolation is used. Although the result of the protocol is deterministic, it has drawback of computational complexity which is bounded by the bit length of encryption modulus \( M \).

3.3 Model Discovery

After discovery of the order relations between encrypted activities, the final phase of our protocol generates the process model using the information in \( RT \). In the original algorithm, a footstep matrix is constructed to demonstrate casual, parallel and choice relations between activities based on direct successions (see Section 2). In the same manner, our protocol constructs the footstep matrix using Direct Successor lists in \( RT \). Finally, the process model as a Petri net is generated using the ordering relations in footstep matrix as it is showed in Figure 4.

4 Complexity Analysis

Utilising encryption is advantageous to maintain the confidentiality of log files. However, a qualified scheme for software analysis should also consider the efficiency of computations for practicability. Thus, in this section we analyse the complexity of our protocol.

To evaluate performance of our protocol, initially we have to investigate the complexity of original alpha algorithm. Since in the original algorithm computations are
handled by one party (Process Miner), the complexity can be analysed only in terms of computational cost. Step 4 and 5 of the algorithm dominate computational complexity. Construction of footstep matrix in 4th Step requires $O(xK^2)$ comparisons to find order relations where $x$ is total number of traces and $K$ is maximum number of activities in one trace. In Step 5, $O(K^2)$ comparisons are performed to find maximal relation sets. Consequently, the overall computational complexity of original algorithm is $O(xK^2)$.

In our protocol, the computational complexity is dominated by construction of relation table $RT$. Similar to the original alpha algorithm, this process necessitates $O(xK^2)$ comparisons in the worst case. However, each comparison is performed by running a secure equality check protocol rather than integer or string comparisons as in the scheme with plaintext. Therefore, despite in theoretical bounds our protocol has the same complexity with the original scheme, it is useful to analyse the cost of one equality check protocol to understand additional cost of encryption in the protocol. Table 4 overviews the complexity of computations for SEC protocols [9, 12] which are used in Relation Discovery phase. To comply with notations in ABB schemes, the complexity as the number of ABB operations is also provided.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Paillier based implementation</td>
<td>$O(\ell)$</td>
<td>$O(\kappa)$</td>
</tr>
<tr>
<td>(num of multiplications and exponentiations)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>YASHE based implementation</td>
<td>$O(\ell)$</td>
<td>$O(\kappa)$</td>
</tr>
<tr>
<td>(num of additions and multiplications)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Overview of complexity in SEC protocols

The analysis results shows that the cost of computation is bounded by bit size in [9] where $\ell = \lceil \log_2 M \rceil$. The operations in the preprocessing phase dominates the complexity of protocol. On the other hand, in [12] computation cost is determined by correctness parameter $\kappa$. Although, one run of protocol is handled by constant number of operations, since the result is probabilistic, it requires $\kappa$ repetitions. Finally, both additive and somewhat homomorphic setting have same theoretical bounds, but in reality the number of operations for somewhat homomorphic based implementation is less than the number of operations in additive homomorphic implementation. However, it does not necessarily imply that somewhat homomorphic setting is more efficient than additive homomorphic since the bit size of modulus and the complexity of operations differ in two settings.

5 Conclusion and Future Work

In this work we have addressed for the first time the privacy in software analysis under process mining techniques. Specifically, we presented a naive protocol for privacy-preserving alpha algorithm to generate process models from encrypted event logs. Our protocol achieves same theoretical bounds with the original algorithm. However, it requires usage of secure comparison protocols which imposes additional computations.

Figure 4: Footstep matrix and process model as Petri net for $E(L)$.
with larger bit sizes. In the future, we continue exploring privacy issues in different algorithms of process mining for software analysis. Furthermore, we extend our research with implementation of algorithms and utilisation of other privacy enhancing technologies.
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Abstract
Emerging wearable technologies, such as smartwatches or band aid-like sensors, enable unobtrusive continuous monitoring of cardiac signals anytime and anywhere. Users of these technologies generate an increasing demand for personal health applications to support disease prevention as well as a healthy lifestyle. As a first step in the development of personal health applications for wearables, researchers usually perform studies which include data collection using wearable physiological sensors in parallel with clinically accepted monitoring systems that serve as a reference. Handling the resulting large amounts of heterogeneous data remains challenging. In this paper, we present a framework for cardiac signal processing that facilitates research into personal health applications based on wearable sensors. We showcase the use of the framework in a feasibility study of unobtrusive blood pressure (BP) monitoring based on photoplethysmographic (PPG) and electrocardiographic (ECG) signals from wearable sensors.

1 Introduction
Cardiac signals represent a rich source of information on the general health status and the well-being of individuals. Monitored continuously over long periods of time, these signals may reveal concealed cardiac disorders or indicate early stages of health degradation.

Traditionally, the electrical activity of the heart, reflected by the electrocardiogram (ECG), has been the target of long term monitoring. ECG monitoring consists of measuring the potential between two or more points on the body. Beside the in-hospital use, ECG is also widely used both in home health care (e.g. Holter monitor, peel-and-stick patch) and sports applications (e.g. chest strap).

The photoplethysmogram (PPG) is a non-invasive circulatory signal which reflects the total volume changes in all blood vessels. It uses a single point measurement with optical skin contact, which is less obtrusive compared to the traditional ECG. PPG requires a LED to irradiate the tissue and a photodetector, which measures the light intensity. There are two different techniques for PPG monitoring: transmission mode and reflexive mode PPG. In transmission mode the LED and the photodetector are on the opposite side of a thinner part of the body (e.g. finger, earlobe), while in reflexive mode the photodetector is placed alongside the LED. In the latter case the light is reflected by deeper structures and absorbed in blood vessels [1].
The unobtrusive continuous monitoring of cardiac signals, e.g. ECG or PPG, was facilitated in the last decade by wearables such as smart bracelets, watches or band aid-like sensors which targeted lifestyle applications. However, the data generated by these devices is not yet exploited up to its potential for medical purposes. Users of wearables may be interested in new personal health applications that provide comprehensive analyses of their vital signs and potentially support them in their interaction with healthcare provider.

In order to develop reliable personal health applications for wearables, it is necessary to first conduct research studies that include data collection using wearable physiological sensors in parallel with clinically accepted monitoring systems which serve as a reference. These studies generate large amounts of heterogeneous data. To facilitate the research, we have designed and implemented a modular framework for cardiac signal processing. The framework enables processing and aggregation of multiple cardiac signals, acquired by multiple devices.

In this paper, we present the design of the cardiac signal processing framework, with focus on the modules for PPG processing. We showcase the use of the framework in a feasibility study aimed at unobtrusive monitoring of blood pressure (BP) using wearable sensors.

2 Cardiac signal processing framework

The proposed framework (Fig. 1) includes layers for importing, processing and synchronizing signals recorded by multiple sensors as well as for quantitative evaluation. Traditionally, the most used cardiac signals are from measurements like electrocardiogram (ECG), blood pressure (BP) and respiration, but other signals, such as the photoplethysmogram (PPG) or the impedance cardiogram (ICG) are also used in research. The signal processing layer includes modules for beat detection, extraction of beat morphology features and feature conditioning applied to the cardiac signals.

Figure 1: Framework for processing cardiac signals.
2.1 Signal acquisition

The signal acquisition layer consists of modules that interface between the cardiac signal analysis framework and external heterogeneous data sources. A dedicated module for each type of wearable or gold standard device, used in the research project, imports the raw data recorded by the device and converts it to a unified internal data structure.

2.2 Signal processing

2.2.1 Heartbeat detection

The heart beat detection module is the most important one, because the other processing modules are based mostly on signals segmented according to heartbeats. The PPG morphological features are extracted in a beat-to-beat manner and inter-beat-intervals are used for synchronization, both of them requiring accurate beat detection.

Heartbeats can be detected from several cardiac signals, including ECG and PPG. However, if available, ECG is the preferred signal, because the morphology of the QRS complexes makes an accurate and robust detection possible, even in the presence of noise. QRS detection was widely researched and many algorithms have been described in literature [2, 3]. We used the easy to implement and fast amplitude threshold method, because we are primarily interested in the detection of R-peaks.

2.2.2 Morphological features extraction

The PPG module extracts relevant PPG morphology features corresponding to each heartbeat.

The PPG waveform is composed of a DC component, which varies due to respiration and local autoregulation, and a pulsatile AC component. The AC component represents the changes of the blood volume in the capillary with each heartbeat [1, 4]. The rising edge (A-B) of the pulsatile component is concerned with systole while the falling edge (B-A_{next}) with diastole [5].

Fig. 2 outlines the characteristic points of the PPG waveform, represented with capital letters, as follows: A - foot, B - systolic peak, C - dicrotic notch, D - diastolic peak, Q - inflection point of the rising edge.

![Characteristic points of the PPG waveform](image)

Figure 2: A typical waveform of the PPG during one heart cycle and its characteristic parameters.

The features were extracted separately for every heart cycle. Since the amplitude of the systolic peak is affected by many factors which can cause abrupt changes, the automatic segmentation process of the PPG signal was based on the signals first order derivate. This was used to find the inflection point (Q) of the rising edge. The inflection point is equivalent to the maximum value of the first derivative wave of the PPG, as shown in Fig. 3a.
The PPG signal was segmented according to the identified indexes of the inflection points. This operation was necessary for a correct detection of the systolic and diastolic peaks. The A and C points were identified in the first derivative wave for every segment as the two positive to negative zero-crossings of the time axis, while the B and D points are the two negative to positive zero-crossings. This method is illustrated in Fig. 3b.

(a) Segmentation and inflection point of the rising edge.  
(b) Characteristic point identification.

Figure 3: Fingertip PPG waveform and the first order derivative wave of it.

**Amplitude indices** The absolute amplitude of the PPG signal is influenced by multiple factors (e.g., skin compression under the photodetector), therefore all of the amplitude related features were defined as relative amplitudes. The amplitude of the foot (A) was selected as the base amplitude. The amplitudes of points B, C and D, as well as their rates (ampB/ampC, ampD/ampC and ampB/ampD) were included in the list of extracted features. Fig. 4a. illustrates these amplitudes.

**Time span indices** The A point serves as the reference point, also for time span indices. The total pulse time (TPT) was defined as the time span between two consecutive A points. The time delays of the B, C, D and Q points, as well as the ratios of B, C and D point delays to TPT were added to the list of extracted features. The time span indices are presented in Fig. 4b.

(a) Amplitudes.  
(b) Time span indices.

Figure 4: Indices in PPG waveform.

**Other features** There are other features which were studied, including the area under the PPG curve and the slope of the rising edge (mAB).
2.2.3 Features related to pulse propagation

The pulse arrival time (PAT) was defined as the time span between the R-peak of the electrocardiogram (ECG) and the Q point in the PPG waveform of the same heart cycle, as shown in Fig. 5. We preferred to choose the inflection point (Q) instead of the systolic peak (B) because the exact determination of the former one is more robust compared to the rounded systolic peak and it is less affected by artifacts. The multiplicative inverse of the PAT was also included in the list of analyzed features.

The distance between two inflection points (Q), identified in the same heart cycle but in two different PPG signals recorded on different parts of the arm, are referred as pulse transit time (PTT) as illustrated in Fig. 5. The difference between the PAT and PTT is that the PAT has two components (i.e. pre-ejection period (PEP) and vascular transit time (TT)), while the PTT consist only of the TT.

Once the characteristic points A, B, C, D and Q were identified, the presented features are calculated as follows:

\[
B_{ampl} = X[B_i] - X[A_i] \tag{1}
\]
\[
B_{delay} = \frac{B_i - A_i}{F_S} \tag{2}
\]
\[
PAT = \frac{Q_i - R_i}{F_S} \tag{3}
\]
\[
Area = \frac{A_{i+1} - A_i}{2N} \sum_{n=1}^{N} (X[k] + X[k+1]) \tag{4}
\]

where \(i\) is the number of the heart cycle, \(X\) represents the \(i^{th}\) segment of the PPG signal, \(N\) is the number of samples in the PPG curve, \(A_i, B_i, Q_i\) are the indexes of points A, B and Q in the PPG curve of the \(i^{th}\) heart cycle. The remainder of the amplitude and time span indices are calculated similarly.

2.3 Outlier removal

The PPG signal is affected by external factors (e.g. pressure between the skin and the sensor, movements), which can alter the morphology of the PPG waveform in a way that makes a correct segmentation impossible, corrupting extracted features. The feature sets reserved for the affected heart cycles need to be marked automatically as outliers and excluded from further processing. The outlier detection is based on inter-beat intervals (IBI), i.e. the time span between the same characteristic points of two consecutive heart cycles. If the morphology of the PPG waveform is altered, the difference between the IBIs, extracted from PPG and ECG for the same heart cycle, is considerably larger than measurement or processing errors.

In our application, we investigated the correlation between the extracted PPG features and BP variability during different activities. Therefore, higher frequency
variations (e.g. BP variations caused by the respiration) were filtered out. The BP and each feature were interpolated from an irregular, beat-to-beat sampling to a constant 10 Hz sampling rate using shape-preserving piecewise cubic interpolation. The resulting signals were then filtered with a 4th order low-pass digital Butterworth filter with a cutoff frequency of 0.02 Hz.

2.4 Feature synchronization

Wearable physiological sensors usually do not enable easy connection to clinically accepted monitoring systems for synchronous data acquisition. Therefore, heterogeneous data, resulted from studies which involve data collection using this type of devices, needs to be synchronized at a later stage.

In studies of cardiac signals, the most trivial parameter for synchronization is the beat-by-beat IBI data. In the same heart cycle the interval between two heartbeats should be the same, regardless of the measurement type. This value can be given directly by the device itself (e.g. blood pressure monitor) or it can be extracted from both ECG and PPG signals. If the resulted IBI signals are not affected by erroneous samples, that means there is only a time delay between them, which can be determined using cross correlation approach (Eq. 5).

\[ n_{delay} = \arg \min_n \left( \sum_{i=0}^{N-1} f[i]g[i+n] \right) \]

where \( N \in \mathbb{N} \) represents the length of the IBI time series.

However, signals collected during activities of daily life are often affected by noise and artifacts which prevent the correct segmentation of all heart cycles. In such cases, real IBI samples, with an error between them less than a fixed threshold, need to be matched, while outliers need to be eliminated. We used the extended Longest Common Subsequence (LCSS) method, described by Vlachos et al. [6], to match the values that are within a certain range in space and time, unmatched samples being most likely outliers.

3 Framework evaluation

The framework was evaluated in a feasibility study of unobtrusive blood pressure (BP) monitoring, using wearable sensors and a reference device. Within cardiovascular diseases (CVD), hypertension is one of the leading risk factors and causes 9.4 million deaths a year worldwide [7]. Currently available cuff-based and invasive instruments cause discomfort for the user and are inconvenient for long-term and continuous use. The ability to monitor BP in an unobtrusive way using signals recorded by wearables would be essential for an early diagnosis of hypertension.

In the last decade the relationship between the PPG and BP has been widely researched, and it was shown that the pulse arrival time (PAT) is highly correlated to BP changes [8, 9, 10, 11]. Wong et al. [12] studied furthermore the correlation between the SBP and the two components of the PAT: the pre-ejection period (PEP) and vascular transit time (TT) and showed that the PEP is more correlated to the SBP compared to TT. Beyond the PAT, there are other features of the PPG signal that are likely to be correlated with BP [13].

In an exploratory BP monitoring study, we used a multi-signal device to record an ECG and multiple PPG signals at different wavelengths and different locations on the body. BP variations were induced through activities e.g. relaxation, breathing exercise and physical exercise. The Portapres (Finapres, Netherlands) portable monitoring
device was used to record the reference BP. The Portapres uses two finger cuffs in alternation to provide beat-by-beat systolic, diastolic and mean BP as well as IBI. We used our framework to aggregate, process and extract features from the acquired signals. An example output is the PAT that shows a high correlation with the corresponding beat to beat systolic BP (Fig. 6).

![Figure 6: Fluctuation of SBP and PAT PPG feature of a subject during relaxation, breathing and physical workload.](image)

Features extracted using our framework can facilitate research in unobtrusive BP monitoring and other applications of cardiac signals acquired by wearable sensors. According to our observations during this short evaluation, the PPG feature with the highest correlation to the BP can alter from subject-to-subject, which suggests the necessity of an adaptive feature selection module. Moreover, the framework can be further extend with modules that may improve feature extraction reliability (e.g. data provided by the accelerometer incorporated in devices).

4 Conclusion

Emerging wearable technologies have a huge potential in cardiac signal processing, but the personal health application development for wearables requires extensive research and studies that involve processing of large amount of data. In this paper we presented an extendable, modular framework for cardiac signal processing, focusing on a PPG processing module. The proposed framework facilities the research of wearable applications and it was evaluated in a study of unobtrusive BP monitoring.
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Abstract
We consider the problem of coding for discrete memoryless channels with noiseless feedback. When studying Horstein’s sequential coding scheme, Schalkwijk in 1971 found a regular behaviour of the so-called median paths for certain channel error probabilities, which led to the development of repetition strategies. We proof that Schalkwijk’s block decoding scheme exactly follows Horstein’s regular median paths.

1 Introduction
We consider the problem of coding for discrete memoryless channels with noiseless feedback [4], which is strongly related to Ulam’s game [3, p. 281]. In this game, person A knows a secret integer $m$, which person B should guess by constructing sets one by one, and asking whether $m$ is in it or not. Person A is allowed to lie a fixed number of times, and B wants to minimise the number of required questions.

During the game, person B is maintaining a probability distribution on the possible integers of A. We will show that the median of this distribution plays a very important role. In 1963, Horstein [1] developed a sequential coding scheme for the binary symmetric channel with noiseless feedback, by closely following the median of the receiver’s distribution. Schalkwijk [2] in 1971 found out that, for certain channel error probabilities, these medians exhibit a regular pattern, which led to the development of a simple block coding scheme, achieving channel capacity for those particular channel error probabilities.

However, this regular behaviour of the median, visualised by median paths, has never been proven. In this paper we present a proof, which has been known since 1997, but has never been published.

2 Median paths
In 1963, Horstein [1] developed a sequential coding scheme for the binary symmetric channel with noiseless feedback. Let $p$, $0 \leq p < \frac{1}{2}$, be the error probability of the binary symmetric channel, and $q = 1 - p$. Suppose the sender has an (infinite) binary message, presented as a point $m$ in the message interval $[0, 1]$, which he would like to send towards the receiver. Assuming each message being equally likely, the initial message distribution of the receiver will be a uniform distribution over the interval $[0, 1]$. The idea of Horstein was as follows. He introduced a parameter $a$, $0 < a < 1$. Before transmitting the $n^{th}$ bit, the sender will compute the currently expected message distribution, from the viewpoint of the receiver, and a message point $m_n$, such that $\Pr(m \geq m_n) = a$. In case $m \geq m_n$, the sender will transmit a 1, and a 0, otherwise. Because of the assumed noiseless feedback link, the sender learns which output bits have been received by the receiver, which enables him to compute the expected message distribution.
In case the receiver just got a 1, the message points in the \([m_n, 1]\) message interval become more likely, and the message points in the \([0, m_n]\) interval become less likely. The channel output distribution \(\pi\) can be computed as \(\pi_0 = aq + (1 - a)p\) and \(\pi_1 = (1 - a)q + ap\), and thereby the transmission rate

\[
R(a) = I(X; Y) = H(Y) - H(Y|X) = h(\pi_1) - h(p),
\]

where \(I\) represents mutual information, \(H\) information entropy, and \(h\) binary entropy.

From this equation, we derive that the transmission rate is maximised by setting \(a = \frac{1}{2}\), because it leads to a uniform output distribution. The maximal transmission rate equals channel capacity \(1 - h(p)\). This value of \(a\) corresponds with the median of all message points. In this case, after receiving a 1, the probability density of all messages in the upper interval \([m_n, 1]\) increases with a factor \(\frac{2}{\pi_0} = 2q\), while in the lower interval \([0, m_n]\), the probability density will decrease with a factor \(\frac{2}{\pi_1} = 2p\).

Figure 1 depicts an example of a median tree, showing all possible medians during 7 transmissions, given a binary channel with error probability \(p = 0.1\). All medians have different values, and their pattern seems to be irregular. In 1971, Schalkwijk [2] discovered that, for certain channel error probabilities, specific median values keep recurring, and the consecutive medians follow a more regular pattern. An example of a regular median tree, for error probability \(p = (3 - \sqrt{5})/4\), is depicted in Figure 2.

As explained earlier, after receiving a 1, the median moves up, and goes down, otherwise. The medians from Figure 2 have an additional property, namely that after receiving 100 or 011, the median returns to exactly the same value as three transmissions earlier. Not very surprisingly, this occurs when \(2p \cdot 2q \cdot 2q = 1\), which explains the value \(p = (3 - \sqrt{5})/4\). Schalkwijk observed that a receipt of 1000 leads to the same median as after receiving 0, which could be interpreted as an erroneously transmitted 0, followed by three additional 0’s trying to correct this transmission error. This led to the birth of repetition strategies [2, 4].

3 Proof

For each integer value of \(k, k \geq 3\), regular median trees can be found, where the median returns to its original value after receiving \(10^{k-1}\) or \(01^{k-1}\). This occurs exactly for the solution \(p\) of

\[
(2p) \cdot (2q)^{k-1} = 1.
\]

In the corresponding repetition block-coding strategy, the sender is transmitting a fixed-length message, which does not contain the subsequences \(10^k\) and \(01^k\). Each time a transmission error occurs, which can be detected because of the noiseless feedback link, the sender repeats the erroneously received symbol \(k\) times. This is applied in a recursive way, so a transmission error during a repetition sequence leads to \(k\) additional symbols to be sent.

The question is: why does an ‘error correction’, implemented as substituting, from right to left, any subsequence \(10^k\) or \(01^k\) in the received sequence by 0 or 1, respectively, not affect the values of the corresponding medians?

Because of the way (regular) median trees are constructed, we have the following Property:

Suppose we have an arbitrary receiver’s distribution \([1]\) to start with. Let \(m_i, 0 \leq i \leq k + 1\), be the medians after receiving the first \(i\) symbols of the sequence \(10^k\). By definition of Horstein’s scheme (assume the median goes up when receiving 1), it follows that \(m_0 < m_1 < m_2 > \ldots > m_{k+1}\), and \(m_k = m_0\). Furthermore, the receiver’s distribution after transmission \(k\) is equal to the original distribution, when restricted to the interval \([0, m_0]\).
Figure 1: Median tree for $p = 0.1$
Figure 2: Median tree for $p = (3 - \sqrt{5})/4$
Using this property, we can proof the following lemma.

**Lemma 1.** Let \( x = x_1 \ldots x_N \) be an arbitrary received sequence without forbidden subsequences. Let \( m_i, \ 0 \leq i \leq N \), be the medians after receiving \( x_1 \ldots x_i \). If \( x_1 = 0 \), then \( m_i \leq m_0 \) for \( 0 \leq i \leq N \).

**Proof:** Assume \( x_1 = 0 \). We prove by natural induction \( m_i \leq m_0 \) for \( 0 \leq i \leq N \). The induction step is as follows. Suppose that for some \( n, \ n \geq 0 \), we have \( m_i \leq m_0 \) for all \( i, \ 0 \leq i < n \). Assume \( m_n > m_0 \). Since \( m_{n-1} \leq m_0 < m_n \), it follows that \( x_n = 1 \). If \( x_{n-1} = 0 \), then \( m_{n-2} \geq m_n \), according to the property above, which would contradict \( m_{n-2} \leq m_0 \), so \( x_{n-1} = 1 \). Similarly, it is shown that \( x_{n-2} = 1 \), and \( x_{n-3} = 1 \), etc., until \( x_{n-k+1} = x_{n-k+2} = \ldots = x_{n} = 1 \). Now, because \( x \) contains no forbidden subsequences, we conclude \( x_{n-k} = x_{n-k-1} = \ldots x_1 = 1 \), which contradicts our first assumption \( x_1 = 0 \). So it must be that \( m_n \leq m_0 \). \( \square \)

This lemma is used in the proof of our main theorem, which answers the research question.

**Theorem 1.** Let \( \bar{x} = x_1 \ldots x_N \) be an arbitrary received sequence. Let \( m_i, \ 0 \leq i \leq N \), be the medians after receiving \( x_1 \ldots x_i \). Let \( x_1 \ldots x_{n+k} \) be the rightmost forbidden subsequence. Let \( \bar{x}' = x'_1 \ldots x'_{N-k} \) be the sequence after substitution of \( x_n \ldots x_{n+k} \) by \( x_{n+k} \) in \( \bar{x} \). Let \( m_i', \ 0 \leq i \leq N - k \), be the medians after receiving \( x'_1 \ldots x'_i \). Then

\[
m_i' = m_{i+k}, \ n \leq i \leq N - k.
\]

**Proof:** Since \( x_1 \ldots x_{n-k-1} = x'_1 \ldots x'_{n-k-1} \), it follows that \( m_{n-k-1} = m'_{n-k-1} \). Furthermore, by the previous property, \( m_{n+k-1} = m'_{n+k-1} \). Assume w.l.o.g. \( x_n = 1 \). Since \( x_n \ldots x_{n+k} \) is a forbidden subsequence, \( x_{n+k} = 0 \). Because \( x_{n+k} \ldots x_N \) is a sequence without forbidden subsequences, it follows from our Lemma that \( m_i \leq m_{n+k} \) for \( n \leq i \leq N \). Due to our property, the receiver’s distribution after receipt of \( x_{n+k} \) is equal to the receiver’s distribution after receiving \( x_{n-1} \), when restricted to the interval \( [0, m_{n+k-1}] \). Since each median after transmission \( n + k - 1 \) lies in this interval, it is easily shown that \( m_i' = m_{i+k} \) for \( i = n - 1, n, \ldots, N - k \), respectively. \( \square \)

The theorem explains that substituting the rightmost forbidden subsequence does not affect the corresponding median values. Therefore, the entire decoding process as a whole will not affect the median values of the original message (assuming all transmission errors have been corrected). This affirms that Schalkwijks repetition block coding strategies naturally fit into Horstein’s sequential coding scheme.

### 4 Conclusion

We introduced Horstein’s sequential coding scheme for the binary symmetric channel with noiseless feedback. We showed the existence of regular median trees, which led Schalkwijk to the discovery of repetition block coding strategies. Although at first sight, these repetition strategies seem to form a natural extension of Horstein’s scheme, it is not straightforward to see that the behaviour of the medians is in line with the entire decoding process. We were able to prove this, affirming their conceptual coherence.
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Abstract

In today's world transactions are increasingly being performed over the Internet but require identification of users as in face-to-face transactions. In order to facilitate eGovernance as well as other eCommerce services Electronic Identification (eID) schemes, which intend to provide unique and reliable identification and authentication of the users, have been introduced. eID schemes commonly involve a Service Provider which provides a service, such as online shopping, to the user and an Identity Provider which verifies the users identity and facilitates the user to identify itself to the Service Provider. Every transaction made over the Internet reveals bits of information about the user which can be accumulated and abused, thus necessitating security and privacy in order to prevent misuse of data and invasion of personal privacy. In this work, five eID schemes which are in use or are proposed in EU countries is surveyed and the strengths and weaknesses of these schemes is investigated. All the schemes have given importance to security while only a few of them are designed with privacy in mind. Identity Providers in federated eID schemes are observed to be a privacy hotspot as they store user information and can uniquely identify the user. The use of homomorphic encryption and block chain in eID schemes is further explored in order to prevent the Identity Provider from becoming a privacy hotspot while fulfilling its role in the scheme.

1 Introduction

Long before the Internet came into existence, Governments have had public authentication schemes by issuing Identity documents to identify a person or verify aspects of a person's personal identity. These documents were trusted not only by the governments but also by businesses that required reliable authentication of users [1]. Today the number of services offered online is increasing rapidly and this growth has forced users to maintain multiple credentials for authentication and identification to service providers, which has caused security and usability issues. Password-based authentication mechanism employed by most service providers has lead to users reusing the same password or writing them on paper. Usage of other authentication mechanisms such as hardware security tokens is also not convenient. As a result, many countries in the European Union (EU) have either developed an electronic identification (eID) scheme or are in the process of developing one. All schemes have put security at the forefront but few have considered the privacy implications of a nation-wide single identification scheme. We consider it essential that designers of eID systems focus on privacy, specifically informational privacy of users which we interpret such that when a user mentions 'my information', the 'my' is not the same as 'my' in 'my car' but rather the same as 'my' in 'my body' or 'my feelings'; it expresses a sense of constitutive belonging, not of external ownership, a sense in which my body, my feelings, and my information are part of me but are not my possessions [2].
We survey five eID schemes in the EU and provide brief descriptions of two solutions which could be applied in eID schemes to improve privacy. Information privacy in eID schemes is investigated in terms of the following properties [3]:

1. Anonymity: Users may use a service without disclosing their identity.
2. Pseudonymity: Users may utilise a service by using pseudonyms.
3. Data minimization: Only the required information about the user must be shared in order to prevent misuse.
4. Unlinkability: User should be able to use resources and services without others being able to link these activities.
5. Unobservability: Users should be able to use services without being observed by others.
6. Transparency: User data should be obtained only when necessary and after user consent.

2 eID Schemes

eID systems intend to provide reliable identification and authentication of the users. The eID systems discussed in this section were designed for use by both public and private services. The parties involved in these systems differ widely but commonly involve the following:

- **User** - wants to authenticate her/himself to the Service Provider to access a resource.
- **Service Provider (SP)** - provides a service, such as online shopping or government tax services, and makes transaction decisions based upon the acceptance of a users authenticated credentials and attributes.
- **Identity Provider (IDP)** - verifies the user’s identity or credentials and facilitates the user to authenticate her/himself to the SP. It improves the overall usability since the user does not need to remember multiple authentication credentials.

2.1 Belgian eID scheme

The Belgian eID scheme is a nation-wide Public Key Infrastructure (PKI) which requires each citizen to present her/himself at the municipality for strong user authentication during the issuing phase. Thus it can be inferred that the Belgian government has taken up the role of IDP. The user is issued a smart card and is required to buy a card reader for online use. The objective of the Belgian eID card has been to fulfil four functions, namely, citizen identification, authentication, digital signature and access control [4].

The eID card has the name, title, nationality, place and date of birth, gender, and a photo of its holder printed on it in addition to a hand written signature of its holder and of the civil servant who issued the card. All this information is also stored on the chip in an Identity file which is signed by the National Register (RRN). The chip also contains an address file which is kept independently as the address of its holder may change within the validity period of the card. The RRN signs the address file together with the identity file to guarantee the link between these two files. The corresponding signature is stored as the address file’s signature.

Privacy Analysis

The main concern with the Belgium eID card is privacy. The user’s identity is revealed for all transactions and (s)he does not have control over the data that is shared with the SPs while it remains possible for colluding SPs to link user activities as the authentication certificate contains the RRN. Verhaeghe et. al [5] provide further privacy and security threats if the card or the middleware is compromised.
2.2 GOV.UK Verify

GOV.UK Verify is the eID scheme of the United Kingdom. It is a federated identification infrastructure where an online central hub mediates user authentications between IDPs and SPs. The role of the hub is to ensure interoperable identification and authentication as well as provide privacy benefits by hiding the IDP from the SP. The eID scheme has been designed considering nine Identity Assurance Principles - user control, transparency, multiplicity, data minimization, data quality, service user access and portability, certification, dispute resolution and exceptional circumstances [6]. Users of the eID scheme are identified by a pseudonym (u) at the hub. In addition to IDPs, SPs and hub, the scheme also includes (1) Attribute Providers (ATP), which are responsible for establishing attributes and (2) Matching Service (MS), which helps validate assertions from IDPs and derives a pseudonym v from u for the SPs it serves [7].

Privacy Analysis

In spite of claiming that privacy is one of the design criteria for the eID scheme, GOV.UK Verify has multiple privacy issues. The hub, which has full visibility of the user pseudonym and personal information of citizens can link interactions of the same user across different SPs as well as undetectably impersonate users at any SP without user authentication. The MS, which has the task of matching pseudonyms and the attributes into a local account, can link the user and the SPs that choose the same MS. Colluding SPs using the same MS can link user activities as the same pseudonym is used. Thus it can be inferred that GOV.UK Verify actually degrades the privacy of citizens instead of enhancing it. Finally, the hub can be used for undetectable mass surveillance.

2.3 Dutch eID scheme using polymorphic pseudonyms

The Dutch eID scheme utilises a federated eID infrastructure. Some variations of the Dutch eID scheme have been proposed during the planning stage. In the following, the version with polymorphic pseudonyms [8] is considered as it is the most privacy friendly version among those proposed. In addition to IDPs and SPs, the scheme also includes (1) a Pseudonym Provider (PP), which generates polymorphic pseudonym when the IDP sends a unique identifier(U-id) (2) brokers, which mediate user authentication between the various eID parties, essentially IDPs and the many SPs. Other parties include Attribute Providers (ATP) and Authorization Providers, a Key Management Authority (KMA) and a investigation authority. The pseudonymization in this scheme involves three levels of pseudonyms, namely, (1) polymorphic pseudonyms (2) encrypted pseudonyms and (3) pseudonyms.

Privacy Analysis

The Dutch eID scheme with polymorphic pseudonyms has few of the privacy properties mentioned in section 1. It provides pseudonimity to the users such that SPs get a user specific pseudonym from the IDP, but the pseudonym is independent of the IDP. Meanwhile, the pseudonym obtained by different SPs for the same user is not the same, thus preventing colluding SPs from being able to link user activities. Finally, encrypted pseudonyms are randomized such that the broker cannot identify the same user on multiple occasions.

In spite of efforts made to provide privacy to the users, this scheme has countable issues. IDP is a privacy hotspot which knows the attributes of users, which SPs are visited by users and how often. This information might be considered very sensitive in some cases. The IDP does not need to know this information in order to perform its role. An alternative proposed in [8] is to store polymorphic pseudonyms in a smart card and use chip authentication as in the German eID scheme. The Dutch eID scheme is complex and it is possible that in the future SPs might outsource the decryption of encrypted pseudonyms to a third party allowing them to learn users visiting patterns.
2.4 German eID scheme

The German eID scheme uses a direct authentication eID infrastructure. The design goals of this scheme were data minimization, data security and transparency. In order to use this scheme, the user needs an eID card, a reader and the Ausweisapp software while the SP needs an authorization certificate, an eID-Server that handles authentication by communicating with the card. The eID card contains a chip which stores the information printed on the card as well as the fingerprints of the holder, if the holder wishes. The document number and the fingerprints can be read offline only by authorities who have machines certified by the Federal Office for Information Security (BSI).

The German eID scheme makes use of cryptographic protocols, to perform mutual identification, which are also used in EU passports [9]. Password Authenticated Connection Establishment (PACE) protocol provides secure communication and explicit password-based authentication of the eID card and the terminal while the Extended Access Control (EAC) protocol provides secure key establishment between a chip card and a terminal, using a PKI. It serves the purpose of limiting access to the sensitive data stored on the chip card. EAC comprises of terminal authentication and chip authentication. Finally Restricted Identification (RI) protocol generates a sector-specific identifier for each card, enabling the pseudonymous identification of the card-holder.

Privacy Analysis

The German eID scheme provides pseudonymity to the users and reduces sharing of excessive data with SPs. For instance, to verify if the age of the user is above 18, only a yes/no is sent instead of the age. By using secure channels, user data is not observable in transit. However the security of eID authentication relies on the tamper-resistance of the smart card chips. If an attacker manages to extract the chip authentication key from any eID card, then this attacker would be able to forge arbitrary identities. Also, user data that is transmitted after selective disclosure by the user does not contain any signature in order to verify if it is indeed the data that was originally issued by BSI and sent by a legitimate eID cardholder [1]. Only the context of the EAC protocols run and the secure channel thus established assure the eID-Server of the authenticity of the eID data. Finally, The eID-Server is recommended to be implemented by the SP but can also be implemented by third parties, thus creating a privacy risk as it serves more than one SP and can learn the visiting patterns of users as the attributes that are revealed by the users are identifying. Until 2012, eID servers implemented by only two third parties were being used by the SPs [10].

2.5 IRMA (I Reveal My Attributes)

IRMA (I Reveal My Attributes) is a attribute-based credentials (ABC) eID scheme. The credential issuer or the IDP issues credentials to the user and vouches for the validity of the attributes contained in the credential. After issuing the credentials, the IDP cannot recognise the credential as it is signed using blind signatures. This eliminates the possibility of the issuer tracking the card owner. The user can use the credentials to prove the possession of an attribute to the SP. Two important technologies that make use of an ABC approach are Microsoft’s U-Prove [11] and IBM’s Identity Mixer (Idemix) [12]. Idemix is built upon the concept of Camenisch-Lysyanskaya signature scheme and its protocols [13]. IRMA is a partial implementation of Idemix that demonstrates the applicability of ABCs on smart cards [14]. The implementation includes privacy enhancing features of ABCs such as selective disclosure of attributes using zero-knowledge protocols.

Privacy Analysis

Users can perform transactions anonymously for transactions that do not need an identity but can be completed if the credentials are satisfactory. IRMA provides issuer
unlinkability as issuance involves creating a blind signature which conceals the resulting credential from the IDP. The user is also guaranteed that when a credential is verified multiple times by a SP, these sessions cannot be linked. By selective disclosure, the user can choose to reveal only a selection of the attributes and has greater control.

IRMA is certainly the most privacy friendly scheme discussed in this document. There still remains few issues that need to be addressed. If a card is lost or stolen, the lack of revocation procedure in the current implementation allows the possibility of misuse of credentials till it expires. A revocation scheme [15] for IRMA has been recently proposed but it introduces a new problem. The procedure uses a revocation value which is encoded by the credential such that the credential can be identified when it is revoked. Thus weakening the unlinkability argument.

A comparison of eID schemes in terms of their privacy properties is provided in Table 1.

<table>
<thead>
<tr>
<th>Privacy Properties</th>
<th>Belgian</th>
<th>UK</th>
<th>Dutch</th>
<th>German</th>
<th>IRMA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anonymity / Pseudonymity</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Data minimization</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Unlinkability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Unobservability</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Transparency</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

3 Privacy Enhancing Solutions

In section 2, a number of privacy issues in some of the existing/proposed eID schemes were identified. In this section, we briefly discuss two possible solutions to address the issue of privacy hotspots in federated eID systems.

3.1 Homomorphic Encryption for Privacy

Homomorphic encryption is a form of encryption which allows processing of ciphertexts and generate an encrypted result which, when decrypted, matches the result of operations performed on the plaintexts. Rivest, Adleman, and Dertouzos proposed the idea of homomorphic cryptosystems in their 1978 paper [16] and soon partially homomorphic cryptosystems such as unpadded RSA [17], ElGamal [18] and Paillier [19] were proposed. But it was only in 2009 that the first fully homomorphic encryption (FHE) scheme was proposed by Gentry [20]. The earliest FHE scheme which was based on ideal lattices was not suitable for practical implementation as it was computationally expensive and the ciphertext sizes were also very large [21]. Variants of the scheme based on different hardness assumptions such as Learning With errors (LWE) [22] or Ring-LWE [23] and integer-based or approximate Greatest Common Divisor (GCD) problem [24], also turned out to be impractical as the noise contained in the ciphertexts could not be managed after certain number of homomorphic operations and required an expensive bootstrapping step to refresh the ciphertext. But real world applications do not need to be able to handle all circuits. Thus a leveled homomorphic encryption scheme which can handle a circuit of low depth is sufficient. Many optimizations such as modulus switching, tensoring and re-linearization [25] have been proposed to make these schemes more practical.

The property of homomorphic encryption which allows computation on encrypted data can be utilised in federated eID schemes. In the Dutch eID scheme using polymorphic pseudonyms, the multiplicative homomorphic property of ElGamal cryptosystem
is utilised to transform pseudonyms. A similar approach could be used for attributes as well. But multiplicative homomorphism may not be sufficient if we want to prevent IDPs from having direct access to user data during authentication. Leveled homomorphic encryption schemes may find application in this scenario.

3.2 Block chain for Decentralization

Block chain was introduced by Satoshi Nakamoto as a timestamp server as part of the Bitcoin protocol [26]. A block chain is a public ledger shared by all nodes participating in a system based on the Bitcoin protocol [27]. A full copy of a block chain contains every transaction ever executed. Every block contains a hash of the previous block such that a chain of blocks is created from the first block of the chain, also known as genesis block, to the current block. This way the blocks are arranged in chronological order. It is also computationally infeasible to modify a block as every block that follows must also be regenerated.

Block chain allows to eliminate the necessity of a central party. But it introduces additional issues. A public ledger provides everyone in the network access to the data on the block chain. This means that instead of one central party having access to all the data, now all parties in the network have access. So block chain as it is, cannot be used to store private data and hence does not address the problem of privacy but merely shifts the problem. Even though Bitcoin protocol allows the usage of multiple pseudonyms or public keys, it is possible to link the activity of users [28]. Enigma [29], a decentralized computation platform which allows storage and computation of private data, uses off-chains in addition to the block chain to store private data. A similar approach has been used in [30] but it requires a minimally trusted manager.

As a primitive idea we propose that block chain could be used in federated eID systems by using off-chain consisting of IDPs. User data can be split up among the IDPs thus preventing any one IDP from having complete information about its users, thus decentralizing the role of IDP. This ideas requires further research and refinement before it can be considered for nation-scale eID systems.

4 Conclusion

We have surveyed five eID schemes in the EU and analysed their privacy properties. Belgian, GOV.UK and Dutch schemes use the approach of identifying entities by a unique number at the IDP. This approach is convenient for bookkeeping but it is not privacy friendly. Unique identifiers can be used to trace the user and her/his activities. IDPs have been identified as a privacy hotspot due to the large trove of user data that they store and process, which allows them to link user activities. Finally, we proposed two possible solutions - homomorphic encryption and block chain - to allow the IDP to perform its role of authenticating users to SPs without becoming privacy hotspots.
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Abstract

The continuous decline in the cost of DNA sequencing has contributed both positive and negative feelings in the academia and research community. It has now become possible to harvest large amounts of genetic data, which researchers believe their study will help improve preventive and personalized healthcare, better understanding of diseases, and response to treatments. However, there are more information embedded in genes than are currently understood, just as a genomic data contains information of not just the owner, but relatives who might not subscribe to sharing them. Unrestricted access to genomic data can be privacy invasive, hence the urgent need to regulate access to them and develop protocols that would allow privacy-preserving techniques in both computations and analysis that involve these very sensitive data. In this work, we discuss how a careful combination of cryptographic primitives such as homomorphic encryption, can be used to privately implement common algorithms peculiar to genome-wide association studies (GWAS). This obviously comes at a cost, where we have to accommodate the trade-off between speed of computations and privacy.

1 Introduction

Biomedical research has long shown that human genome contain data from which information about their individual owners, and those related to them can be extracted [1, 2, 3, 4]. A lot of privacy-sensitive information are laced all over genomic data, which constitutes enormous worry for individuals whose data are available in electronic format [5, 6, 7]. The benefits of continuous research involving the genomic data are equally rife, these include: preventive and personalized healthcare, patient’s response to treatment, predisposition to diseases, identification of new drug targets and perhaps a better understanding of cancer [1, 8, 4, 9, 10, 11, 12, 13, 14]. On the other hand, when genomic data is used for research or processed by medical personnel, they become exposed to possible misuse and even loss to unauthorized hands. In the face of this possibility, the risk of re-identifying individuals from an available genomic data calls for serious concern [5, 9, 15, 4, 3, 7], and has been recognized as a realistic threat. Other unwanted scenarios which could occur as direct consequence of leaking genomic data include: stigmatisation, discrimination, loss of insurance and even loss of employment opportunities for persons whose genomic data is public [16].

What is more worrisome about misuse of genomic data is the fact that the genome has longevity, when leaked, it can neither be revoked nor modified. So, it is obvious that this piece of data is highly sensitive and requires protection that should be adaptive to future security threats. Hence one can claim that any realistic solution should be one which, the security guarantees of the underlying primitives used for implementation
should withstand post quantum attacks. Therefore privacy protection techniques have been proposed as an adaptive solution by the cryptography community. The aim will be to allow productive research that utilise genomic data, while eliminating the privacy-risks inherent around these procedures.

Being that no standalone solution can best fit the challenge posed, it is considered that a good combination of ethical, legal and technological constraints can be employed, to properly manage the risks of privacy leaks that are otherwise possible within this research domain. Owing to this premise, our work seeks to contribute a technological solution to the underlying problem.

In the era of distributed computing, even the medical field has not been left out. It has been common for researchers and medical personnels to work without boundaries of country borders, albeit, via a virtual collaboration [17, 7, 2]. This means that more data can now be shared for research purposes and even diagnosis of diseases [6]. It also presents us with the possibility of allowing cloud services process medical data, even when they do not reside in the same country as the owners of the data. This need for collaboration, data sharing and cloud processing of genomic data further pushes for privacy-preserving secure computing protocols [2, 17].

Having a genomic dataset and controlling access to it is the main aim of this work. In a nutshell, this means that while these data is not available to the public, experts who need them for research are granted restricted access to only subsets relevant to their work [15]. Such access for processing data may include string searching and comparison, as well as GWAS computations.

**Genome Wide Association Studies:** As highlighted in [1, 18], the first ever human genome sequencing was achievable in 2001, after directly gulping a whomping US-$300 million from the initial budget of US-$3 billion. Fast-forward 6 years later, and the same feat is feasible for about US-$100,000. In 2006 [18], it was anticipated that in 2014, a further reduction to US-$1,000 was possible for sequencing the human genome. Recent literature [19, 11] have even suggested that a meagre US-$100 will be a reality in the very near future. If that be the case, one can deduce that amongst other possibilities, a direct consequences of affordable genomic data would be the torrential flow of genomic data *in silico*. It is obviously a good development for researchers, who would heavily rely on these data to improve on their research, refine and optimise diagnosis and many others positive possibilities. With a wealth of data in the form of genomic data lying at the disposal of researchers and medical personnels, learning and inferring from these data becomes an indisputable objective.

Without loss of generality in description, GWAS can simply be simplified to the activities presented above, it is about gathering genetic data, processing them and relying on them to investigate relationship (association) of genes to common known diseases. It will be possible to even detect unknown diseases and the effect of drugs on treatments. With GWAS researchers can now measure, analyse and predict previously unknown genetic influence on a person, this can help in early detection and prevention of certain diseases, as well as personalised healthcare. For useful gene-disease associations to be estimated, some computations become handy, and these will be discussed in subsection 2.1. Nonetheless, most of the computations can easily put the data owners at privacy-risk. It has led to the suggestion that protection of genomic data is a necessity, to address possible ethical, political, technological and privacy concerns. From the technological solution approach, we hope to address the privacy-threats using cryptographic primitives. Just to mention, with genomic data, data anonymization is not enough guarantee to avoid re-identification and also, conventional encryption might not offer much better protection against envisaged privacy-threats. These can simply be derived from the fact that the said data have longevity, their importance persists even after the demise of the data owner.

**Related Works:** Realising the privacy-sensitive nature of genomic data, researchers
have delved into search for privacy-preserving solutions, in the hope to protect privacy of owners while still being able to process and compute operations using these data. Some of these works are discussed here. Privacy-preserving GWAS spans across more possibilities than just GWAS-Computations. According to [15], other important categories include:

- Private string searching and comparison.
- Private release of aggregated data.
- Private read mapping.

Of course, this list is not in itself exhaustive, but we will only consider works that directly address computations very peculiar to GWAS. As early as 1999 [20, 21, 22], some researchers had anticipated privacy risks involved with genomic data. So they proposed denormalization and de-identification as protection schemes, to preserve privacy. This did not stop re-identification attacks from being hugely successful, as discussed in [9]. Other authors [23] have subsequently recommended Trusted Third Parties and Semitrusted Third Parties but then, it is not always easy to completely trust a third party, who could still be susceptible to coercion, compulsion and even corruption to be compromised. More recently in [24], attempts were made to analyse genomic data while avoiding privacy-invasion of participants of the data. Summarily, they adopted differential privacy as a privacy-preserving technique, and documented to have obtained utility with their procedure. However, addition of noise using differential privacy is not a silver bullet to deflate possible re-identification. Especially when the published data can be augmented with other side information. But most importantly is the fact that differential privacy contains noise, which will evidently affect the utility, no matter the degree of noise. This is a huge trade-off, but it is only left for the geneticists and biostatisticians to decide if the noise only contributes a negligible disturbance to the final results.

While the last paper approach to resolving possible privacy breaches is via differential privacy, [25] chooses to adopt a different approach. The authors adopt homomorphic encryption as a tool to enable analysis of these privacy sensitive data. Homomorphic Encryption holds a lot of promises, and if its capabilities are optimally harnessed, can become a very productive primitive in guaranteeing privacy for processing genomic data. In this work, different scenarios are considered which include a setting that allows outsourcing encrypted genomic data to a cloud service. In the mentioned scenario, operations on the data by the cloud are still possible, without divulging the decryption keys but still hopeful of achieving utility.

Homomorphic Encryption was further relied on by some other team of researchers [26]. A shot was given to providing privacy guarantees on processing of genomic data, only that this time the focus was on homomorphic encryption scheme whose structures rely on RLWE (Ring Learning With Error). [26] documents an efficiency-improvement from existing implementation of GWAS using homomorphic encryption. They showed that $\chi^2$ test for independence was achievable with improvement in both computation and communication time from existing implementations.

Subsequently, another team of researchers went further to demonstrate how much information can be extracted from computation of genomic data, even on the encrypted domain [27]. Basic genomic algorithms which are common to GWAS are shown to be implementable on encrypted genotype and phenotype data. Lauter et al. [27] report results that preserve utility of the original implementation (computation on unencrypted genomic data). Some of the algorithms demonstrated in their work include:

- Estimation Maximization (EM) algorithm for haplotyping.
- The $D'$ and $r^2$-measures of linkage disequilibrium.
Also worth mentioning is the fact that this implementation relied on Homomorphic Encryption with assumption on RLWE.

**Scenario and Assumptions:** For the sake of this work, we will explicitly spell out the scenario in which our proposed protocol is targeted, and necessary assumptions. Our setting adopts the semi-honest security model, hence we assume that all parties will correctly follow the protocol by performing the right computations, but with a curiosity to observe the transitions of the protocol with a view to learning more details than they are statutorily allowed to learn. We assume that a researcher Alice is interested in a particular computation, say Minor Allele Frequency (MAF). The data source or cloud Bob, who happens to have the computational powers not acquired by Alice, is trusted to perform all requests by performing the computation on encrypted data. The result of the computation (which however, is also encrypted), is returned to Alice.

## 2 Preliminaries

Up until here, we have established a clear direction to the challenge we hope to address. A genomic dataset is at our disposal and we intend to preserve privacy of data in the face of effective computations. So, we propose a protocol that encrypts all genomic data and outsources storage of these data to a semi-honest cloud service who possesses the computational requirements to run these expensive computations. It will be pertinent to have a mental picture of typical algorithms that will be deployed to perform computation, and how our cryptographic privacy enhancing technology optimally fits for a solution. Most of the algorithms are statistical operations that are often required by biostatisticians when trying to learn information from a dataset. And just like most statistical equations require simple arithmetic operation at the least, we show that our adopted primitive (homomorphic encryption), does provide us with the capabilities to perform simple addition, multiplication, and with a little more effort division.

### 2.1 GWAS Computation

Only a few statistical computations that are usually handy in GWAS are presented.

**Minor Allele Frequency:** Finding the ratio for which an allele of interest that is at a locus, occurs in a particular population of study is the allele frequency. MAF is therefore the allele frequency of the least common allele, which appears in that population. If we have a gene with two possible alleles say A and S, then in a monoploid gene setting, the allele frequency for A is simply computed as follow:

\[
f(A) = \frac{\sum^n AA}{\sum^n AA + \sum^m SS}
\]

where \( N = n + m \) is the total population sample, and \( n \) and \( m \) are the counts of alleles A and S respectively. That was rather too easy, owing to the fact that we only have two possible genotypes, which are results of pure combination of possible alleles. What happens when we consider diploid gene settings? Using the same alleles at a particular locus, we consider the following expressions: \( AA, AS \) and \( SS \). Just like we did above, we shall try to compute the frequency of the allele A. Let genotype distribution be as follows: \( A = 19, AS = 21, SS = 07 \).

\[
f(A) = \frac{2 \cdot \sum^n AA + \sum^k AS}{2(\sum^n AA + \sum^k AS + \sum^m SS)}
\]

The total genotype count in this case is \( N = n + k + m \), where \( n, k \) and \( m \) are counts for \( AA, AS \) and \( SS \) respectively. to compute the allele frequency of A using the values already
presented, we will have
\[
f(A) = \frac{2 \times AA + AS}{2 \times (AA + AS + SS)} = \frac{2 \times 19 + 21}{2 \times (19 + 21 + 07)} = \frac{59}{94} = 0.6277
\]  
(3)

Since we only have two possible alleles in this population, the least common allele should be \(S\), with MAF of \((1 - 0.6277) = 0.3723\)

To calculate the genotype frequencies we have \(AA = \frac{n}{N}\), \(AS = \frac{k}{N}\), \(SS = \frac{n}{N}\)

**Linkage Disequilibrium:** This is the non-random association of alleles at different loci. Unlike the single locus alleles considered previously, we will be considering two loci but mainly retaining the basic statistics we have developed thus far. The aim of this test is to suggest if SNPs at particular loci of interest behave or occur in such a manner that is not believed to be random. So we present two loci with the following alleles: \(A, a\) and \(S, s\). When two genotype at different loci are independent of each other, Linkage Equilibrium is considered to have occurred. Simply put, this means that Linkage Disequilibrium happens when there is some degree of dependency between the two loci of interest. Leading to the Hardy-Weinberg Equilibrium (HWE), which is said to hold if allele frequencies are preserved when there is some degree of dependency between the two loci of interest. Leading to the evolutional influences. To measure linkage disequilibrium, the following equations are used to compute \(D'\) and \(r^2\).

\[
D' = \begin{cases} 
\frac{f(AS)f(aa) - f(Aa)f(aS)}{m^2(f(A)f(a)f(A)f(s))} & \text{if } f(AS)f(aa) - f(Aa)f(aS) > 0 \\
\frac{f(AS)f(aa) - f(Aa)f(aS)}{m^2(f(A)f(a)f(a)f(s))} & \text{if } f(AS)f(aa) - f(Aa)f(aS) < 0
\end{cases}
\]  
(4)

\[
r^2 = \frac{(f(AS)f(aa) - f(Aa)f(aS))^2}{f(A)f(A)f(a)f(s)}
\]  
(5)

On the assumption that the allele frequencies can be obtained from encrypted genomic data, then it follows that the above computations can be computed.

2.2 Homomorphic Encryption

Homomorphic Encryption (HE) is a cryptographic primitive that allows for simple arithmetic operations over a ciphertext space. A HE scheme can either allow for simple addition, multiplication or even both. We have an additive scheme if it can only allow for addition operations and a fully homomorphic encryption (FHE) scheme if both addition and multiplication can be harnessed from the scheme. Give two messages \(m_1\) and \(m_2\), an encryption and decryption functions \(Enc()\) and \(Dec()\) respectively. We have that:

\[
Enc(m_1) \oplus Enc(m_2) \rightarrow Enc(m_1 + m_2) : Dec(Enc(m_1 + m_2)) := (m_1 + m_2)
\]  
(6)

\[
Enc(m_1) \odot Enc(m_2) \rightarrow Enc(m_1 * m_2) : Dec(Enc(m_1 * m_2)) := (m_1 * m_2)
\]  
(7)

In 2009, [28] proposed an FHE scheme, which reduced its security to some well known difficult lattice problem. Further works were done to improve the original scheme, due to the complexity involved in implementation. Bringing about works like [29, 30, 31], which have been able to present a levelled homomorphc encryption scheme, that is capable of handling multiplication to a certain degree or depth, before the ciphertext becomes un-decryptable. The main idea is that for every operation, some noise is added to the ciphertext, and when this noise grows above a certain threshold, decryption of the ciphertext becomes a problem. While addition contributes small degree of noise, multiplication allows the noise to grow very fast. These schemes often reduce their security to lattice based problems like **shortest vector problem** (SVP) including **ring learning with error problems** (RLWE). Because the
multiplication function obtainable from these homomorphic encryptions are not arbitrary (as to control the noise growth), it is labelled levelled or somewhat homomorphic encryption (SHE). To show that the multiplication depth can only go as deep as the specified level, during parameter setup.

With a SHE scheme handy, and statistical algorithms available, we can then deploy this primitive to solve the arithmetic operations we identified earlier. It can be demonstrated that with SHE, these algorithms can be computed while preserving the utility and not trading privacy of the genomic data concerned.

3 Privacy Preserving $\chi^2$ Statistic

In GWAS computation, $X^2$ is often computed and compared to the $\chi^2$ distribution. A common test can be applied to know if the HWE holds in a given distribution. An example of a computation is presented below:

$$X^2 = \sum_{i \in \{AA, AS, SS\}} \frac{(O_i - E_i)^2}{E_i}$$  \hspace{1cm} (8)

$O_i$ and $E_i$ represent observed frequency allele and Expected frequency allele of the population. Since the frequency allele can easily be computed by simple addition and multiplication, and the required arithmetic operations are obtainable in our discussed Homomorphic Encryption. It can be concluded that the $\chi^2$ statistics can be computed in a privacy-preserving manner, over encrypted datasets. Other computations such as the Cochran-Armitage Test for Trend can equally be computed using this procedure, and even meta-analysis of data from different experiments can be produced as well. For simplicity, we shall show how $X^2$ test statistic can be computed, borrowing the suggestions in [27, 26, 32], with a subtle modification. Every SNP representation is assumed to belong to a genotype classification. And for a single locus test, we produce 3 encryptions, $Enc(x)_{c,d}: x \in \{0,1\}$, $c$ and $d$ are row and column indexes respectively. The rows depict the SNPs for participants, while the columns depict genotype (AA, AS, SS). Assuming that all loci representation correctly fall into a genotype class, then the summation of the row values $\sum_{c=1}^{N}$ will produce $n, k$ and $m$. It then becomes feasible to calculate the sum of the genotypes by simply adding the encrypted values for each column. This will require a constant cost of $3N$ numbers of additions using homomorphic encryption.

$$X^2 = \frac{(n - E_{AA})^2}{E_{AA}} + \frac{(k - E_{AS})^2}{E_{AS}} + \frac{(m - E_{SS})^2}{E_{SS}} = \frac{(n - E_{AA})^2 \times E_A \times E_c + (k - E_{AS})^2 \times E_a \times E_c + (m - E_{SS})^2 \times E_a \times E_s}{E_{AA} \times E_{AS} \times E_{SS}}$$  \hspace{1cm} (9)

Again, to compute the $X^2$ test statistic, it becomes evident that this computation will require at least, $(3N + 5)$ additions, 14 multiplications and a single division. We deliberately ignore the computation of $E_{i=\{AA, AS, SS\}}$, since those can be easily precomputed and stored. But if we have a $(2 \times 2)$ or $(2 \times 3)$ contingency table as presented in [32], we can still show that these complex looking computations can be reduced to additions, multiplications, and a single division. Since our SHE scheme can perform addition and multiplication efficiently, we are left to show that a trivial non-cryptographically secure means can be used to efficiently carry out the division. We offer this trivial solution, with the knowledge that a cryptographically secure division will involve a multiparty computation, of which we do not wish to discuss, due to the complexities involved. The non-trivial solution would be as follows:

$$\frac{Enc(x)}{Enc(y)}, \ r \leftarrow \mathbb{R}, \ \frac{Enc(x) \otimes Enc(r)}{Enc(y) \otimes Enc(r)}$$  \hspace{1cm} (10)

Both numerator and denominator are presented to the researcher, who can decrypt them and perform the division in clear. The test statistic is therefore obtained and compared to the appropriate $p-value$ that was chosen, with 1 degree of freedom. The obtained result will not lose utility, and yet achieves a privacy guarantee on the semi-honest settings. The cloud
to whom data processing is outsourced, does not know what values are encrypted, but can perform operations using only the ciphertext, and the researcher who queries the database for $X^2$ value can be sure to obtain a correct value.

**Complexity:** The complexity of the proposed protocol can only be as efficient as the HE scheme deployed to solve the problem. For instance, when computing allele frequencies, several additions and a few multiplications are required. Which means that the computational complexity can be bounded by the computational complexity of the underlying HE scheme. However, if an additive HE scheme is to be deployed, we envisage an extra cost associated with communication. This is because multiplication in additive schemes are often performed as a multi-party computation (MPC). For the simple case of computing $X^2$, we have a cost of $3N + 5$ additions, 14 multiplications and 1 division. Which will involve many rounds of communication for an additive homomorphic encryption scheme.

For future work, we strongly recommend adoption of SHE scheme over an additive HE scheme like Paillier. We will attempt to address the issue of division over encrypted domain. This should be an important addition to this work, and perhaps one can leverage on that to perform even faster computations of statistical GWAS algorithms.

4 Conclusion

With major enhancement of the described cryptographic primitives, we foresee further deployment of privacy enhancing techniques to create protocols for processing of genomic data. We believe that this is an achievable feat in the near future, as to prepare for the bloat in availability of genomic data in silico. This protocol should be able to preserve the utility of results as obtainable in unencrypted data scenario and better than anonymised data implementation. Though the performance values will be expensive as a result of the encrypted data and encoding needed to be done, we believe that with further attention paid to this area of research, performance optimization is very realistic.
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Abstract
In this paper, we consider the quantum authentication protocol among two distrustful parties from [1]. This protocol offers authentication of classical bit sequences which are encoded into quantum ciphertexts by using quantum encryption. The protocol can be implemented with the same technology as what is needed for quantum key distribution. Since the classical message is publicly available, the security of the protocol is analyzed with respect to an adversary who can perform a known plaintext attack. By using her knowledge of the plaintext, the adversary can perform an optimal measurement on the quantum states that constitute the ciphertext.

1 Introduction

Quantum cryptography exploits quantum mechanical effects in order to perform cryptographic tasks. Information is typically encoded in quantum states, called quantum bits or qubits, and the security is mainly derived by exploiting the counter-intuitive properties of those quantum states. Quantum Key Distribution is the most well-known example of a quantum protocol, but researchers are also working on other topics in order to enlarge the application domain of quantum cryptography.

The subject of this paper will be a two-party quantum scheme for the authentication of classical messages. The scheme is based on symmetric key principles, and since the participants do not trust each other, a semi-trusted arbiter is present during the first phase in order to generate the non-repudiation token. The scheme can be implemented with the same technology as what is needed for quantum key distribution and uses photon polarization to encode the classical information. Since the scheme is symmetrical, the intended receiver can correctly measure the qubits and thus retrieve the classical information without errors. An adversary however needs to gain information about unknown qubits, which means that she needs to have a certain strategy to measure the qubits. By using her knowledge of the classical plaintext, which is publicly available, the adversary can perform an optimal measurement on the quantum states. In this paper, we will provide a first theoretical security analysis by analyzing the information gathered by an adversary.

Paper outline. The paper is organized as follows. In section 2, we introduce the terminology and concepts that are needed for this paper. The restrictions and assumptions for the security analysis is discussed in section 3. A brief description of the quantum authentication scheme with arbitration from [1] is given in section 4. We focus on the proposed construction and present its analysis in section 5. Finally, we draw our conclusions and discuss future work.
2 Preliminaries

2.1 Classical cryptography

One-way hash functions. Informally, a function $f$ is called a one-way function if it is unfeasible to invert $f$. A one-way hash function is a one-way function $h : \{0,1\}^* \rightarrow \{0,1\}^l$ that takes as input a string of arbitrary length to produce an output string, called the tag, of fixed length, $l$.

Authentication. Authentication allows a receiver to verify that the transmitted message arrives without modification. This is usually performed by sending a message together with a tag $t$, where the tag is calculated from the message. Verification is done by recalculating the tag from the received message and comparing it with the received tag. The algorithm to generate the tag that will be considered in this paper, is based on universal hashing.

Universal hashing. We denote $\mathcal{M}$ the set of classical messages, $\mathcal{T}$ the set of tags and $\mathcal{K}$ the set of shared keys. Let $\mathcal{H} = \{ h_k : \mathcal{M} \rightarrow \mathcal{T} \}_{k \in \mathcal{K}}$ be a family of hash functions. Each family is indexed by a $n$-bit key $k$ and consists of $2^n$ hash functions mapping a message $m \in \mathcal{M}$ into a $l$-bit hash output. From this family, a hash function is chosen uniformly at random by means of the shared key $k \in \mathcal{K}$. An authentication scheme with key recycling offers information-theoretic security, if the hash function is selected from an $\epsilon$–almost XOR universal ($\epsilon$–AXU) family of hash functions [3]. Alice appends $h_{k_1}(m) \oplus r$ to her message $m$, where $k_1$ is used for all messages and $r$ is a one-time pad (OTP). Note that a key $k$ chosen uniformly at random (i.e., $k \in_R \{0,1\}^n$) can efficiently select a hash function from the total family at random.

2.2 Quantum tools

Single and multiple quantum bit systems. Quantum bits, or qubits, can be seen as the quantum equivalent of classical bits and are described as two-dimensional normalized vectors in a complex Hilbert space: $|\psi\rangle = \alpha |0\rangle + \beta |1\rangle$, $\alpha, \beta \in \mathbb{C}$ : $|\alpha|^2 + |\beta|^2 = 1$. The conjugate transpose is denoted as $\langle \psi |$. The set $\{|0\rangle, |1\rangle\}$ denotes the orthonormal basis of the two-dimensional Hilbert space $\mathcal{H}_2$, and is also called the standard basis. The pair $\{|+, |-\rangle\}$ denotes the diagonal or Hadamard basis, where $|\pm\rangle = (|0\rangle \pm |1\rangle)/\sqrt{2}$. The standard and diagonal bases are two most commonly used conjugate bases and are referred to as the set $\{+, \times\}$.

Quantum systems consisting of two or more qubits are composite systems. The joint state of this system is given by the tensor product $|\psi_1\rangle \otimes \ldots \otimes |\psi_n\rangle$ and the set $\mathcal{S} = \mathcal{H}_2^{\otimes n}$ denotes all $n$-qubit quantum states. Suppose a quantum system is in one state $|\psi\rangle$ and that there are $n$ possible pure states $|i\rangle (i = 1, \ldots, n)$, where each state has probability $p_i$, $p_i \geq 0, \sum_{i=1}^{n} p_i = 1$. The entire system $\{|\psi_i\rangle, p_i\}$ has density operator $\rho$ given by a positive semi-definite density matrix, $\rho = \sum_{i=1}^{n} p_i |\psi_i\rangle \langle \psi_i|$, where $p_i$ denotes the eigenvalues of $\rho$. In a completely mixed state, the probability for the system to be in each state is identical. Therefore, considering a state space of $n$ dimensions, we have $\rho = \frac{1}{n} I_n = \frac{1}{n} \sum_{i=1}^{n} |i\rangle \langle i|$. 
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Transformations. Performing transformations on quantum systems is captured in the description of a linear and unitary operator, $U$. An important single qubit transformation is the Hadamard transformation, which is used to create superposition states. Its matrix representation is given by

$$H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}.$$  

Measurements. We consider two special types of measurement. Projective measurements describe measurement outcomes consisting of mutually exclusive possibilities. Measuring a single qubit in the standard basis means applying the measurement described by $P_0 = |0\rangle \langle 0|$ and $P_1 = |1\rangle \langle 1|$. The index indicates which measurement outcome is considered. If only the probabilities of the different outcomes are of interest, then a Positive Operator Value Measurement (POVM) is useful.

Von Neumann entropy. The quantum analogue for determining the amount of entropy in a quantum state is the Von Neumann entropy. The Von Neumann entropy of a quantum state with density operator $\rho$ is

$$S(\rho) = H(p_1, \ldots, p_n) = -\sum_{i=1}^n p_i \log_2 p_i,$$

where $H$ denotes the classical entropy function.

Conjugate coding. Wiesner developed the idea to encode classical information into quantum states, more specifically into conjugate bases [4]. This primitive is called conjugate coding and encodes each classical bit into a single quantum state. A classical message $m \in \{0, 1\}^n$ can be encoded into a quantum string by applying this principle. The two participants agree on the set of conjugate bases, e.g. $\{+, \times\}$, and they share a classical key $k \in \{0, 1\}^n$. If $k_i = 0$, $m_i$ is encoded with the standard basis; otherwise, $m_i$ is encoded with the Hadamard basis. Therefore, if $\theta \in \{+, \times\}^n$, we write $|m\rangle_\theta = |m_1\rangle_{\theta_1} \otimes \ldots \otimes |m_n\rangle_{\theta_n}$. The encryption is denoted as $|m\rangle = E_k(m)$ and an example of the encoding of classical bits by conjugate coding is illustrated in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Example of Conjugate Coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>classical bit, $m_i$</td>
</tr>
<tr>
<td>classical key, $k_i$</td>
</tr>
<tr>
<td>basis choice</td>
</tr>
<tr>
<td>quantum encoding</td>
</tr>
</tbody>
</table>

3 Restrictions

When analyzing the security of a cryptographic scheme, it is very important to take the following aspects into account: (1) the challenge for the adversary, (2) the power the adversary has, and (3) the assumptions on the cryptographic scheme. By considering that there is no restriction on adversarial resources such as computing power and memory size, we speak about unconditional (or, information-theoretic) security.
This unconditional security is extremely hard to obtain and therefore, we impose more realistic restrictions on the adversary. We consider that the adversary’s quantum memory size is limited, meaning that she can only store a limited amount of qubits. The adversary needs thus to measure the intercepted qubits, consequently destroying the information. On the other hand, transmission and measurement of qubits is within reach of current technology. Thus, the honest parties, following the protocol, do not need quantum memory.

Other assumptions for the authentication scheme are related to a common source with initially shared randomness and the assumption that the scheme is realized with ideal components. Noise on the quantum channel can be solved with quantum error correcting codes.

4 Review of the quantum authentication scheme

The arbitrated quantum authentication scheme from [1] consists of different phases. We assume that Alice wants to send a message $m$ to the receiver Bob.

During the initialization phase, all the necessary keys are prepared and distributed. Moreover, the participants agree on a one-way, collision resistant hash function and on a family of $\epsilon-AXU_2$ hash functions. These choices are publicly known and remain unchanged during the complete execution of the scheme.

During the setup phase, a non-repudiation token for Alice is created by interaction between Alice and Trent. Alice sends her message $m$ and other information to be authenticated together with a one-time ticket to the arbiter, i.e., $|\phi\rangle = E_{K_{k_2}}(K_A'||H_{K_1}(m_p,K_A))$. The data to be authenticated is $m_p = (ID_A,ID_B,m,i)$ and is publicly known ($i$ is a counter). $K_A'$ is Alice’s one-time ticket, calculated by Alice from the publicly known hash function selected during the initialization phase. $ID_A$ and $ID_B$ denote the identity of Alice and Bob, respectively and $||$ denotes concatenation. The arbiter verifies the received information and computes a non-repudiation token, $R_T$, over the received data which he sends to Alice.

During the authentication phase, Alice will create her authenticated message which Bob can verify to be authentic. Trent does not interact in this stage. In this phase, Alice and Bob use their shared key $K_{AB}$, unknown to Trent.

Each shared key consists of two parts, e.g. the shared key between Alice and Trent $K_{AT} = k_1||k_2$. The first part of the key will select uniformly at random a hash function from the family of $\epsilon-AXU_2$ hash functions. This means that the participants can mutually agree on different hash functions, only known to two participants each time. This hash function is included in the scheme in order to detect manipulations by an adversary.

The second part of the shared key is used to perform quantum encryption (conjugate coding) on the classical messages. Ideally, this key must be renewed for each message that needs to be encrypted. This requirement is impractical and therefore, a pseudo random number generator (PRNG) is included in the scheme. The seed for this PRNG consists of the second part of the shared secret key, i.e., $k_2$. Figure 1 gives a graphical representation of the different components of the encryption part for the first message sent by Alice to Trent during the setup phase.
Figure 1: Construction for the encryption and authentication of a publicly known classical message $m_p$, by means of a shared key $K_{AT} = k_1||k_2$. The authentication tag of the message $m_p||K_A$ is computed by the hash function $H_k$, resulting in a $n_1$-bit tag. Then, encrypting the message $m_T \in \{0, 1\}^{n_2}$ is performed by the quantum cipher with secret-key $K_k^2 \in \{0, 1\}^{n_2}$.

5 Analysis

We will analyze the security of this construction depicted in Figure 1. An external opponent (which could also be Bob) is considered. The goal of the adversary can consist of (partially) breaking the quantum cipher, and thus obtaining some information on the shared key. Moreover, since the hash key $H_{k_1}$ is reused for several messages and the scheme is classified as an authentication scheme satisfying the non-repudiation property, her ultimate goal is to perform a substitution attack, that is to produce a valid message-authentication pair on a previously unseen message.

In [5], the authors introduce quantum ciphers with perfect security. Even if an adversary knows the plaintext and applies an optimal measurement on the quantum messages, her Shannon uncertainty on the key is almost maximal. In the construction from Figure 1, the encryption key is generated by a cryptographic PRNG. The quality of this generator determines the security of the scheme. In order to perform an attack, the adversary needs to know some information on the sequence of output bits produced by the generator.

The analysis of the scheme constitutes thus of several parts: (1) demonstrate that the principle of conjugate coding is a quantum cipher respecting the properties from [5, 6]; (2) demonstrate that attacking the PRNG isn’t possible, due to the limited information an adversary can retrieve on the generated sequence; (3) include the fact that several messages are exchanged using the same hash function.

5.1 Conjugate coding is a quantum cipher with perfect security

Conjugate coding (see Subsection 2.2) can be considered as a quantum cipher to encrypt classical messages using classical keys and produces quantum states. The encryption and decryption processes are modeled by unitary operations on the plaintext. Following [5], we give a formal definition of the conjugate coding cipher, denoted as $C_n$-cipher:

Definition 1. The $C_n$-cipher is an $(n, n)$-quantum cipher. Given a classical message $m \in \{0, 1\}^n$ and a classical key $k \in \{0, 1\}^n$, it outputs the following $n$-qubit state as
ciphertext: 
\[ |\phi\rangle = H^{k_1} \otimes H^{k_2} \otimes \ldots \otimes H^{k_n} |m_1m_2 \ldots m_n\rangle, \]
where \( H \) is the Hadamard transform.

This technique deals with each (qu)bit separately and is described as follows. Alice transforms the classical message she wants to transmit into an \( n \)-bit quantum state \( |\psi\rangle \), consisting of \(|0\rangle\) and \(|1\rangle\) states, and described by \( \rho \). Then, she applies to each qubit of this state the Hadamard transformation, only if the corresponding bit of the shared key equals 1. Afterwards, she sends the result \( |\phi\rangle \) to Bob. Knowing the key \( k \), Bob can decrypt the received qubits by reversing the Hadamard transformation, retrieving \( \rho \).

The data hiding and key hiding properties of a general quantum cipher are satisfied. They guarantee that an adversary cannot obtain any information about the key and the message when an arbitrary ciphertext is seen [5]. Therefore, we require that Eve, who does not know the key, always obtains the same density matrix \( \rho_E \) by monitoring the channel. This property is captured in the scenario of a \textit{Private Quantum Channel}, formalized as follows [6].

**Definition 2.** Let \( S \subseteq \mathcal{H}_{2^n} \) be a set of pure \( n \)-qubit states, \( \mathcal{E} = \{ \sqrt{p_i} U_i | 1 \leq i \leq n \} \) be a superoperator where each \( U_i \) is a unitary mapping on \( \mathcal{H}_{2^n} \), \( \sum_{i=1}^{n} p_i = 1 \), and \( \rho_E \) be an \( n \)-bit density operator. Then \( \{ S, \mathcal{E}, \rho_E \} \) is called a Private Quantum Channel (PQC) if and only if for all \( |\psi\rangle \in S \) we have

\[ \mathcal{E} (|\psi\rangle \langle \psi|) = \sum_{i=1}^{n} p_i U_i (|\psi\rangle \langle \psi|) U_i^\dagger = \rho_E, \]

where \( U_i^\dagger \) is the complex-transpose of \( U_i \). \( \mathcal{E} \) denotes the superoperator which applies \( U_i \) with probability \( p_i \) to its argument.

The \( C_n \)-cipher, with key \( k \in \{0, 1\}^n \), applies a Hadamard transform to each qubit individually if \( k_i = 1 \), otherwise, the qubit remains unchanged (denoted by applying the identity operator \( I_n \)). If \( m_i = 0 \), a uniform mixture of \(|0\rangle\) and \(|1\rangle\) is sent across the quantum channel, expressed by \( \rho_0 = \frac{1}{2} |0\rangle \langle 0| + \frac{1}{2} |+\rangle \langle +| \). Similarly, if \( m_i = 1 \), we obtain \( \rho_1 = \frac{1}{2} |1\rangle \langle 1| + \frac{1}{2} |\rangle \langle -| \). We use \( H^k \) to denote the \( n \)-bit unitary transformation \( H^{k_1} \otimes H^{k_2} \otimes \ldots \otimes H^{k_n} \).

**Theorem 3.** If \( \mathcal{H}_2 = \{ \cos \theta |0\rangle + \sin \theta |1\rangle | \theta \in \{0, \pi/2\} \} \), \( \mathcal{S} = \mathcal{H}_2^\otimes n \), \( \mathcal{E} = \left\{ \frac{1}{\sqrt{2^n}} \mathcal{H}^k |k \in \{0, 1\}^n \right\} \) and \( \rho_E = \frac{1}{2^n} I_{2^n} \), then \( \{ S, \mathcal{E}, \rho_E \} \) is a Private Quantum Channel.

**Proof.** To each qubit \( |\psi_i\rangle \), we apply the Hadamard transformation \( H \) or the identity operator, each with probability 1/2. This action puts each qubit in a completely mixed state. The superoperator \( \mathcal{E} \) applies this strategy to each of the \( n \) qubits individually, hence \( \mathcal{E} (|\psi\rangle \langle \psi|) = \frac{1}{2^n} I_{2^n} \) for every \( |\psi\rangle \in \mathcal{H}_2^\otimes n \). \( \square \)

We now calculate the Von Neumann entropy of the quantum state \( |\phi\rangle \), i.e., \( S(\rho) \). For the quantum state \( |\psi\rangle \), which is the tensor product of \( n \) qubits, we have that \( \mathcal{E} (|\psi\rangle \langle \psi|) = \frac{1}{2^n} I_{2^n} \). Therefore, we can calculate the Von Neumann entropy as follows:

\[ S(\rho) = S \left( \frac{1}{2^n} I_{2^n} \right) = S \left( \frac{1}{2} I_2 \otimes \ldots \otimes \frac{1}{2} I_2 \right) = n S \left( \frac{1}{2} I_2 \right) = n \left( \frac{1}{2} + \frac{1}{2} \right) = n. \]
5.2 Including the authentication tag

In the construction from Figure 1, the message $K_A^i$ and the authentication tag $H_{k_1}(m_p, K_A^i)$ are encrypted together by the $C_n$-cipher. The authentication tag was constructed by an $\epsilon$–AXU$_2$ family of hash functions:

**Definition 4.** ([3]) A family of hash function $H = \{h_k : M \rightarrow T\}_{k \in K}$ for $T = \{0, 1\}^{n_1}$ is said to be $\epsilon$–almost XOR universal$_2$ if for $k$ chosen uniformly at random and all distinct $m_1, m_2 \in M$ and all $t \in T$, 

$$\Pr_k[h_k(m_1) \oplus h_k(m_2) = t] \leq \epsilon.$$  

From this definition, we can derive some statements about $\epsilon$–AXU$_2$ hash functions, and we only note the one that is useful for our discussion. The number of $\epsilon$–AXU$_2$ hash functions taken from $H$ that satisfies $h_k(m_1) \oplus h_k(m_2) = t$ is exactly $|H|/|T| = 2^{n-n_1}$, where $k \in \{0, 1\}^n$.

5.3 Attack on PRNG

A pseudo-random generator is a deterministic function $G_n : \{0, 1\}^k \rightarrow \{0, 1\}^n$ that takes as input a seed of size $k$ and produces a pseudo-random sequence of length $n(k)$, i.e., a polynomial in $k$. We require a cryptographic pseudo-random generator to withstand any statistical test that tries to distinguish its output from a truly random sequence (i.e., distinguishing attacks). In order to perform such attacks, the adversary needs to know a subsequence of generated bits from the generator. If the adversary can only access a limited number $e$ of generated bits from the pseudo-random generator $G_n$, then there exists constructions for generators providing provable cryptographic security, even if the adversary has infinite computational resources. In [7], the authors show that there exist such generators if $e \leq k/\log_2 n$. If we use those constructions as suitable generators for the construction of Figure 1, we need to calculate the probability that an adversary can determine at most $e$ bits from its output sequence.

Eve has access to the public message $m_p$ and the quantum encoded version of the message $m_T$. By using her knowledge of $m_p$, she can perform an optimal measurement, modeled by a POVM. Without the hash function $H_{k_1}(\cdot)$, the quantum encryption from the scheme ensures that the probability to correctly guess a bit from the encryption key is $1/4$. This result is based on the knowledge an adversary has on the public message $m_p$, combined with her measurement of the quantum bits. By measuring each quantum bit (by selecting at random a measuring basis from $\{+, \times\}$), the adversary obtains either the classical result 0 or 1, resulting in a classical message $m_E$. By comparing $m_E$ with the public message $m_p$, she can determine the correct key bit at those instances where her outcome differs from the public message. This happens with probability $1/4$ for each bit. Therefore, the probability to guess $e$ bits correctly is $(1/4)^e$. Next, we include the hash function $H_{k_1}(\cdot)$ which takes as input the public message and the one-time ticket $K_A^i$, unknown to Eve. In this case, the probability that Eve correctly guesses $e$ bits is $2^{n-n_1} (1/4)^e$.

To summarize, by selecting an $\epsilon$–AXU$_2$ hash function and a PRNG generator from e.g. [7], we demonstrated that Eve can perform an attack on the construction with
probability $2^{n-n_1} (1/4)^e$, where $e = k/\log_2 n_2$ and Alice and Bob share a secret-key $K_{AT} = k_1||k_2$ of size $k + n_2$;

6 Conclusion and future work

In this paper, we analyzed the security of the construction used in an arbitrated quantum authentication scheme on which an adversary can perform a known-message attack. We demonstrated that the quantum encryption from the scheme is a quantum cipher with perfect security. Then, we explained that an adversary can retrieve only a limited amount of information on the keystream. This is insufficient to mount an attack when a suitable generator is used. In future work, we will consider the effect of reusing the same hash function and give a mathematical proof of the security of the complete scheme.
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A Fuzzy Extractor is a cryptographic primitive that extracts a secret from a noisy source in a noise-tolerant way. The best known examples is the Code Offset Method, which makes use of a binary linear error-correcting code (ECC). The ‘Reverse Fuzzy Extractor’ is a variant in which the prover outsources the syndrome decoding step to the verifier. This allows for lightweight implementation of the prover device, but causes key leakage if the noise is data-dependent and privacy problems if the source has a drift. In this work we quantify both of these problems and propose solutions.

We briefly review the Reverse Fuzzy Extractor [1]. Measurement of the source at enrollment yields $X \in \{0,1\}^n$. The prover stores helper data $W = \text{Syn } X$, where $\text{Syn}$ denotes the ECC syndrome. The verifier stores the key $K = KDF(X)$, where $KDF$ is a key derivation function. At reconstruction time, the prover measures $X'$. He computes $\Sigma = W \oplus \text{Syn } X' = \text{Syn}(W \oplus X')$ and sends $\Sigma$ to the verifier. The verifier computes the error pattern $E \in \{0,1\}^n$, $\text{Syn } E = \Sigma$, and sends $E$. The prover reconstructs $\hat{X} = X' \oplus E$ and $\hat{K} = KDF(\hat{X})$.

We model $X$ as independent bits with bias $p$: data-dependent noise as a Binary Asymmetric Channel (BAC) for each position in $X$ independently, with probability $\alpha$ for $0 \rightarrow 1$ flips and $\beta$ for $1 \rightarrow 0$. An attacker observes $k$ different error patterns from the same device. We define $T_i \in \{0,\ldots,k\}$ as the number of patterns containing ‘1’ in location $i$. The leakage $I(X;T_1,\ldots,T_n)$ equals $nH(T_i) - nH(T_i|X_i)$, where the probabilities $T_i|X_i$ are binomial: $Pr[T_i = t|X_i = 0] = \binom{k}{t} \alpha^t (1-\alpha)^{k-t}$ and $Pr[T_i = t|X_i = 1] = \binom{k}{t} \beta^t (1-\beta)^{k-t}$. The leakage becomes worse with increasing $k$.

As a countermeasure we propose to concatenate precisely tuned synthetic $Z$-channel noise to the BAC. The prover adds the synthetic noise $N$ to $X'$ and only then computes $\hat{X}$. The effect of our solution is twofold: (i) the combined channel (BAC+$Z$) is symmetric, and hence the leakage is eliminated; (ii) the amount of noise has increased, which reduces the key length. We quantify the 2nd effect by looking at the channel capacity reduction w.r.t. the original BAC. See figure below. The $\mu,\delta$ are defined as $\alpha = \mu - \delta, \beta = \mu + \delta$. BSC stands for Binary Symmetric Channel. If $\alpha \geq \beta$ then $\alpha_z = 0, \beta_z = 2\delta/(1 + 2\delta)$; if $\alpha \leq \beta$ then $\beta_z = 0, \alpha_z = 2\delta/(1 + 2\delta)$. The resulting BSC noise parameter is $(\mu + |\delta|)/(1 + 2|\delta|)$.

Drift in $X$ causes a constant part in $\text{Syn } X$ which makes a device recognizable (but it does not cause serious key leakage). A simple countermeasure [2] is to keep track of the drift and to compensate it before computing the syndrome.
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Abstract

Since DES became the first cryptographic standard, block ciphers have been a popular construction in cryptology. Speck is a recent block cipher developed by the NSA in 2013. It belongs to the cipher family known as ARX. ARX constructions are popular because of their efficiency in software. The security of the cipher is derived from using modular addition, bitwise rotation and xor. In this paper we employ linear cryptanalysis for variants of Speck with block sizes of 32, 48, 64, 96, and 128 bits. We illustrate that linear approximations with high bias exist in variants of Speck.

1 Introduction

A recent surge of new block cipher designs has urged the need for cryptanalysts to scrutinize their security. Lightweight ciphers are designed for resource-constrained devices. Designing ciphers for these devices means that one has to make design trade-offs keeping in mind the limitation that such an environment presents, such as limited memory, restricted computational and energy resources, etc.

A popular construction for block ciphers is Addition, Rotation and XOR, abbreviated as ARX. In this construction a block is split into 2 or more words, which are then added, XORed and rotated by the round function. The popularity of ARX construction stems from its good performance in software. Confusion is achieved by using modular addition in the round function, whereas diffusion is achieved by using cyclic rotation and xor.

In this paper we analyse the security of Speck, a block cipher that has been published by the NSA in 2013 [2]. Speck is a lightweight block cipher designed to achieve good performance in software. The block consists of two words, each 16/24/32/48, or 64 bits, which are processed a number of times by the round function. At the end of the last round a ciphertext is obtained. Speck comes in different variants for which different security and performance levels are provided; see Table 1.

Since the publication of the cipher in 2013, several papers have analyzed its security [1, 4, 7]. The best published attacks on Speck are differential cryptanalytic attacks described in [7]. In this paper we analyse the resistance of all variants of Speck against linear cryptanalysis.

Linear cryptanalysis is a known plaintext attack developed in 1993 by Matsui [9]. When using this method the adversary searches for possible correlations between bits of the input and bits of the output. Once such a correlation is found, the known plaintexts and ciphertexts can be used to recover bits of the secret key. In our analysis we find linear approximations covering 7, 8, 11, 10, and 11 rounds for versions of Speck with block size 32, 48, 64, 96, and 128, respectively. These approximations can be further extended to attack more rounds using methods such as those presented in [8].

This paper is structured as follow: In section 2 we describe Speck. In section 3 we discuss shortly the related work. In section 4 we explain the automatic search method that has been used to obtain linear approximations for Speck. In section 5
we present the approximations we found. In section 6 we explain how to obtain a
linear distinguisher from the linear trails presented in section 5. Finally, in section 7
we conclude this paper.

2 A Brief Description of Speck

The cipher comes in several versions sharing the same Feistel-structure and round
function. The different parameters of all Speck versions are presented in Table 1.

<table>
<thead>
<tr>
<th>Block Size n</th>
<th>Key Size</th>
<th>Word Size</th>
<th>α</th>
<th>β</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>64</td>
<td>16</td>
<td>7</td>
<td>2</td>
<td>22</td>
</tr>
<tr>
<td>48</td>
<td>72</td>
<td>24</td>
<td>8</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>64</td>
<td>96</td>
<td>32</td>
<td>8</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>96</td>
<td>96</td>
<td>48</td>
<td>8</td>
<td>3</td>
<td>28</td>
</tr>
<tr>
<td>128</td>
<td>128</td>
<td>64</td>
<td>8</td>
<td>3</td>
<td>32</td>
</tr>
<tr>
<td>192</td>
<td>192</td>
<td>64</td>
<td>8</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>256</td>
<td>256</td>
<td>64</td>
<td>8</td>
<td>3</td>
<td>34</td>
</tr>
</tbody>
</table>

The round function uses three operations:

- Modular addition, $\boxplus$.
- Left and right circular bit-shifts, by $\alpha$ and $\beta$.
- Bitwise XOR, $\oplus$.

The output of the round function is:

\[
\begin{align*}
x^{i+1} &= (x^i \gg \alpha) \boxplus (y^i) \\
y^{i+1} &= ((x^i \gg \alpha) \boxplus (y^i)) \oplus (y^i \ll \beta)
\end{align*}
\]

The output words $x^{i+1}$ and $y^{i+1}$ are the input words for the next round, and the output
of the last round is the ciphertext. In Figure 1 the round function of Speck is shown.
3 Related Work

Since the publication of Speck there has been a fair amount of analyzing done on the security and performance of the cipher. The best attacks to date are of the family of differential cryptanalysis [1, 4, 7]. Differential cryptanalysis has been developed by Biham and Shamir in 1990 [3]. When using differential cryptanalysis the adversary investigates how differences in the input affect the output, trying to discover non-random behavior. Several specialized techniques of differential cryptanalysis have been used to analyse Speck, such as the boomerang and the rectangle attacks [4, 7].

Results of previous attacks concerning Speck are presented in Table 2. From these results we gather that these methods are successful in attacking a large number of rounds in the chosen plaintext model. Looking at the design of Speck we might expect that linear cryptanalysis be effective as well. This paper complements previous work by evaluating the resistance of Speck against linear cryptanalysis.

3.1 Linear Cryptanalysis

Linear cryptanalysis [9] is a powerful cryptanalytic tool with regards to cryptanalysis of block ciphers. When using linear cryptanalysis, an adversary tries to find a linear expression that approximates a non-linear function with a probability different than $\frac{1}{2}$. When a good approximation, consisting of a relation between the plaintext and ciphertext, is found, the adversary gains information about the secret key. The approximation has the form:

$$P_i \oplus \ldots \oplus P_j \oplus C_k \ldots \oplus C_l = K_m \ldots \oplus K_n \quad (1)$$
with \( P_1 \ldots P_j \) being plaintext bits, \( C_k \ldots C_l \) ciphertext bits and \( K_m \ldots K_n \) key bits. The approximation holds with some probability \( p \), and its quality is usually measured by the bias which is defined as \( \epsilon = |p - \frac{1}{2}| \).

Knowing the probability of the linear approximation, the adversary can determine the number of required known plaintexts, i.e., the data complexity \( \epsilon^{-2} \).

Once a good approximation is found the adversary can retrieve one bit of the key. To combine linear approximations we use the Piling Up Lemma [9]. This will tell us the bias of the combined approximation, which is the amount the probability deviates from \( \frac{1}{2} \). For two approximations, with \( \epsilon_1 \) and \( \epsilon_2 \) as their respective biases, combining them gives an overall bias of:

\[
\epsilon = 2 \cdot \epsilon_1 \epsilon_2. \tag{2}
\]

This can be generalized for \( \sigma \) approximations:

\[
\epsilon = 2^{\sigma - 1} \cdot \prod_{i=1}^{\sigma} \epsilon_i. \tag{3}
\]

The combined approximations can be used to form a linear distinguisher \( \zeta \) for the cipher. This \( \zeta \) can be used to detect non-random behavior in supposed to be random signals. Meaning that \( \zeta \) can be used to detect if a certain cipher is being used. When a good \( \zeta \) is found, the input bits are masked by \( \{ \lambda_{x^i}; \lambda_{y^r} \} \), and the output bits are masked using \( \{ \lambda_{x^r}; \lambda_{y^r} \} \), resulting in:

\[
T = \# \{ \lambda_{x^i} \cdot x_1 \oplus \lambda_{y^i} \cdot y_1 \oplus \lambda_{x^r} \cdot x_r \oplus \lambda_{y^r} \cdot y_r = 0 \} \tag{4}
\]

with \( x_1 \) and \( y_1 \) being the plaintexts, \( x_r \) and \( y_r \) the ciphertexts, \( r \) the length of \( \zeta \), \( T \) a counter and \( \cdot \) the dot product. This should be repeated for at least \( \epsilon^{-2} \) messages. If \( T \) is around:

\[
\epsilon^{-2} \cdot \left( \frac{1}{2} \pm \epsilon \right) \tag{5}
\]

the cipher can be distinguished from a random permutation.

### 3.2 Properties of Modular Addition

The modular addition operation, which is used as the nonlinear operation of Speck, consists of an xor and a carry. A chain of carries means using the previous carry in the current operation. This makes the behavior of modular addition nonlinear. To approximate the behavior of Speck, we have to deal with modular addition in such a way that accounts for this nonlinear behavior. The property of modular addition that we use is exploring the correlation between two neighboring bits. Suppose we have 3 words \( x, y \) and \( z \) with \( z = x \oplus y \). According to Cho and Pieperzyk [5], each single \( z(i) \) bit written as function of \( x(i), \ldots, x(0) \) and \( y(i), \ldots, y(0) \) bits can be expressed as:

\[
z(i) = x(i) \oplus y(i) \oplus x(i-1) \oplus y(i-1) \oplus \sum_{j=0}^{i-2} x(j)y(j) \prod_{k=j+1}^{i-1} x(k) \oplus y(k), \quad i = 1, \ldots, n - 1 \tag{6}
\]

with \( x_i \) and \( y_i \) each representing 1 bit each. The carry is represented by \( x_{i-1} \oplus y_{i-1} \oplus \sum_{j=0}^{i-2} x_jy_j \prod_{k=j+1}^{i-1} x_k \oplus y_k \) which we refer to as \( R_i(x, y) \). The parity of two consecutive bits can be approximated as:

\[
z(i) \oplus z(i-1) = x(i) \oplus y(i) \oplus x(i-1) \oplus y(i-1), \quad p = \frac{3}{4} \tag{7}
\]
In this expression, we use a property of modular addition mentioned in another paper by Cho and Pieperzyk [6] that removes the carry chain from Equation 6. Meaning that if a mask $\lambda$ contains only two consecutive bits, one can write:

$$P[\lambda \cdot (x \boxplus y) = \lambda \cdot (x \oplus y)] = \frac{3}{4}. \quad (8)$$

This expression means that using a mask $\lambda$ to mask the bits we want to throw away and keep the bits we are interested in (e.g., two consecutive bits), we linearize the left side of the expression by replacing it with the right-side. This approximation holds with probability $\frac{3}{4}$ and has a bias $\frac{1}{4}$. For an ARX construction, Equation 8 remains valid as long as the following two conditions are avoided:

1. Bitwise rotation moves a pair of approximated bits to the MSB (most significant bit position) and LSB (least significant bit position) hence not adhering to the Cho and Pieperzyk framework; or
2. Xor creates a single bit hence not adhering to the Cho and Pieperzyk framework.

### 4 Automated Search for Linear Approximations in ARX Constructions

In order to automate the search for a good linear approximation, we have designed an ARX toolbox. The toolbox is implemented using a parallel programming language called OpenCL. The configuration on which the computation was run has been a 40 core Intel Xeon machine with a clock speed of 3.10GHz, exclusively using CPU’s. The time it took to compute all pairs of consecutive bits for the 32-bit input variant of Speck was less than 0.01 seconds to less than a week for the largest version of Speck.

We have analyzed in our work all possible pairs of consecutive bits over the length of a word (e.g., starting with one pair of two consecutive bits up to $\frac{n}{2}$ pairs of two consecutive bits). We have done this analysis in three ways, forward direction, backward direction and combining forward and backward together. We have iterated over all pairs of consecutive bits until one of the two stop conditions was met. The first stop condition is when a mask containing non-consecutive bits is encountered in the round function entering into the modular addition. The other condition upon which the computation will be stopped is when the counter exceeds the maximum bias. In order to find approximations with good bias we restrict the allowable counter to $T \leq \frac{n}{2} + 1$.

The bias for one pair of consecutive bits is $1 - P[R_i(x, y) = 0] = \frac{1}{4}$. Generalized to $\ell$ pairs of consecutive bits the bias can be calculated using the Piling Up Lemma:

$$2^{\ell-1} \cdot (1 - P[R_i(x, y) = 0])^\ell \quad (9)$$

with values for $\ell = 1, \ldots, \frac{n}{2}$. The bias is calculated with the value obtained by the hamming weight of the mask passing the modular addition in the round function divided by 2, plus the bias of the previous rounds, calculated on the approximated modular addition $\lambda \cdot (x \oplus y)$.

### 5 Linear Approximation of the Round Function of Speck

Linear cryptanalysis relies on collecting a large amount of input and output pairs in order to verify whether the approximation has been satisfied or not. In this work we
started with fixing one mask $\lambda_{x1}$ with one pair of consecutive bits (0x3, 0x6, ... ) and keeping the other mask $\lambda_{y1}$ zero, checking how the masks evolve both in the forward and backward direction. After receiving promising results for one pair we extended the computation to all possible pairs of two consecutive bits given a block size.

An overview of the obtained results from our experiments is shown in Table 3. These results show that the distinguisher can cover up to 11-rounds for different versions of Speck. More details of linear cryptanalysis on Speck are given in Table 4.

A careful note to the reader when reviewing the results in Table 4 is that for 96-bit version of Speck we retrieved 10-rounds, whereas for the 64 and 128-bit versions we retrieved 11-rounds each. The reason for the different $r$ between these versions is stop condition 1. For each version of Speck, the length of a word and mask vary according to $n$. Meaning that bitwise rotation operates over a different length (i.e., $\frac{n}{2}$).

We present in Table 5 the full linear trail in the forward and in the backward direction for the 32/64 variant. The information found in this table gives an idea why the computation broke in that particular round. Using this information in future research could extend the distinguisher further.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Distinguished rounds / Total rounds</th>
<th>Bias $\epsilon$</th>
<th>$\lambda_{x1}$</th>
<th>$\lambda_{y1}$</th>
<th>Number of rounds backward</th>
<th>Number of rounds forward</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>7/22</td>
<td>$2^{-14}$</td>
<td>0x000006</td>
<td>0x0000</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>48</td>
<td>8/22</td>
<td>$2^{-22}$</td>
<td>0x000003</td>
<td>0x0000000</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>64</td>
<td>11/26</td>
<td>$2^{-32}$</td>
<td>0x000000003</td>
<td>0x000000000</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>96</td>
<td>10/28</td>
<td>$2^{-47}$</td>
<td>0x00000000000000</td>
<td>0x180000000000c</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>128</td>
<td>11/32</td>
<td>$2^{-63}$</td>
<td>0x000000000000000000000000</td>
<td>0x000000000000000000000000</td>
<td>8</td>
<td>3</td>
</tr>
</tbody>
</table>
Using the results from this paper we can build a linear distinguisher for each version of Speck. We present here a distinguisher for the 32-bit version. To build the linear distinguisher we use Equation 4 and fill in with information from Table 4, giving:

\[ 2^{28} \cdot \left( \frac{1}{2} \pm 2^{-14} \right) \]  

(10)

using this distinguisher we can distinguish Speck32/64 from a random permutation. In Algorithm 1 a pseudo code of the distinguishing attack is shown.

**Data:** 2\(^{28}\) messages, input masks \{\(\lambda_x^1; \lambda_y^1\}\), output masks \{\(\lambda_x^r; \lambda_y^r\}\)

```
set \(T = 0\)
for 2\(^{28}\) messages do
    if \(\{\lambda_x^1 \cdot x \oplus \lambda_y^1 \cdot y \oplus \lambda_x^r \cdot x \oplus \lambda_y^r \cdot y = 0\}\) then
        \(T = T + 1\)
    end
end
if \(T \approx 2^{28} \cdot \left( \frac{1}{2} \pm 2^{-14} \right)\) then
    return 1
else
    return 0
end
```

**Algorithm 1:** A pseudo-code of the distinguishing attack
7 Conclusion

In this paper we investigated the linear behavior of Speck in the known plaintext model. We explained the theory behind our method, presented linear approximations for each version of Speck and gave one example a linear distinguisher for Speck32/64.

The analysis in this paper tested the strength of the Speck round function and demonstrated that the cipher offers sufficient resistance against linear cryptanalysis. Future work may find better linear approximations. Proven that linear cryptanalysis can achieve a meaningful distinguisher, we believe that future research on ARX constructions may deliver good linear approximations for these ciphers. Our tool can be used to test the resistance of such constructions performing the computation with the latest parallel computing techniques.
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Abstract

In smart grids, providing power consumption statistics to the customers and generating recommendations for managing electrical devices are considered to be effective methods that can help to reduce energy consumption. Unfortunately, providing power consumption statistics and generating recommendations rely on highly privacy-sensitive smart meter consumption data. From past experience, we see that it is essential to find scientific solutions that enable the utility providers to provide such services for their customers without damaging customers’ privacy. One effective approach relies on cryptography, where sensitive data is only given in the encrypted form to the utility provider and is processed under encryption without leaking content. The proposed solutions using this approach are very effective for privacy protection but very expensive in terms of computation. In this paper, we focus on an essential operation for designing a privacy-preserving recommender system for smart grids, namely comparison, that takes two encrypted values and outputs which one is greater than the other one. We improve the state-of-the-art comparison protocol based on Homomorphic Encryption in terms of computation by 56% by introducing algorithmic changes and data packing. As the smart meters are very limited devices, the overall improvement achieved is promising for the future deployment of such cryptographic protocols for enabling privacy enhanced services in smart grids.

1 Introduction

Smart grids, as the next generation of power grid, are utilizing both communication technologies and information processing to monitor and manage power grids to enhance reliability, efficiency, and sustainability of power generation. One of the advantages of smart grids compared to traditional power grids is the ability to observe the power consumption of households in very short time intervals in the order of seconds to minutes. As a result of the fine-coarse data reporting, it is possible to provide power consumption statistics to the consumers, which might help to reduce the overall consumption by changing customer behavior, as pointed out in several works [1]. For example, Honebein et al. [2] defined people as the only true smart part of a smart grid; therefore monitoring, understanding, and promoting the end-users’ roles from passive to active is considered as a fundamental action in smart grids. To this end, there are already several utility companies providing their customers devices and smart phone applications to monitor their real time consumption. Furthermore, one of the goals of the utility providers, balancing the supply and the demand, also known as demand response (DR), can be achieved more effectively if the utility provider can also provide statistics about the power usage in the surrounding area and generate personalized recommendations, for example to manage electrical devices like electric cars, heating systems, and ovens in the household [3].
Providing statistics on power consumption and generating personalized recommendations to inform customers are heavily dependent on the smart meter consumption readings. Unfortunately, these readings are highly privacy-sensitive [4]. The utility provider can use the readings from the smart meters for other purposes, misuse them or even transfer them to other entities without the consent of the customers. As seen in many cases, privacy is considered to be a big challenge for using smart meters to the fullest extent, e.g. enabling personalized services such as generating recommendations.

In this paper, we assume that the utility provider generates statistics and recommendations for the customers so that the customers can adjust the electrical devices for the most cost-effective and environmentally friendly manner. To achieve this, we rely on cryptography, which provides us tools to create Privacy by Design algorithms. For instance, there are already a number of studies for computing bills and aggregating data [5, 6]. The main idea in this research line is to provide only the encrypted power consumption to the utility provider and enable processing the encrypted data without decrypting any sensitive information. This way, the utility provider cannot access to the content but at the same time can perform the algorithms required for the service. Unfortunately, the cryptographic algorithms for this purpose are expensive in terms of computation, which mostly require smart meters to be involved in the computation [7, 8, 9]. Since the smart meters are very limited devices, improving the efficiency of the cryptographic algorithms is a challenge.

We address the efficiency problem of a fundamental operation, namely comparison, which is required to design any recommender system. In our setting, the encrypted consumption readings are collected from the customers by an aggregator and the utility provider has the decryption key. For privacy reasons, the aggregator cannot transfer the data directly to the utility provider but can co-operate with the utility provider to generate recommendations. One important step in the system is to compare values, which are only available in the encrypted form. More precisely, the aggregator has two encrypted values, and it needs to know which one is greater than the other one without revealing their contents to anyone including itself.

There are numerous comparison protocols designed for comparing encrypted values [7, 9]. In this paper, we improve the state-of-the-art comparison protocol that relies on homomorphic encryption in terms of run-time by 56% by introducing algorithmic changes. Furthermore, we also reduce decryption cost of the protocol by deploying data packing [10]. Together, these improvements increase the overall efficiency of the comparison protocol with encrypted inputs, bringing smart meters one step closer to run privacy-preserving cryptographic protocols based on homomorphic encryption.

2 Preliminaries

In this section, we describe the application setting, the security assumptions, and the cryptographic tools used in this work.

Application Setting

In our application setting, we define three roles: 1) smart meters installed at the households, 2) a data aggregator, and 3) a utility provider. Smart meters measure, encrypt, and send consumers' power consumption to the data aggregator, which collects and analyzes encrypted power consumption. Then, the utility provider generates recommendations for its customers by running a cryptographic protocol with the data aggregator. The output of the cryptographic protocol, which depends on the purpose of the recommender system, is in the encrypted form, thus it is not available neither to the data aggregator nor to the utility provider. The output is then revealed to the customer by using another a secure decryption protocol.
Security Model

The proposed protocol in this work is built on the semi-honest adversarial model, where the data aggregator, and the utility provider are honest in the sense that they faithfully follow the designed protocol but will try to infer information from the protocol execution transcript. This assumption is realistic since companies are expected to properly perform required services mentioned in the service level agreement, when engaging in a collaboration. We assume that the utility provider is the only party holding the private keys, while the smart meters and the data aggregator have the public keys for the encryption schemes. We assume that neither party colludes.

Homomorphic Encryption

In this work, we rely on two additively homomorphic cryptosystems, Paillier [11] and DGK (Damgård, Geislet and Kroigaard) [7]. An additively homomorphic encryption scheme preserves certain structure that can be exploited to process ciphertexts without decryption. Given \( E_{pk}(m_1) \) and \( E_{pk}(m_2) \), a new ciphertext whose decryption yields the sum of the plaintext messages \( m_1 \) and \( m_2 \) can be obtained by performing a certain operation over the ciphertexts: \( D_{sk}(E_{pk}(m_1)) \otimes (E_{pk}(m_2)) = m_1 + m_2 \).

Consequently, exponentiation of any ciphertext with a public value yields the encrypted product of the original plaintext and the exponent: \( D_{sk}(E_{pk}(m)^e) = e \cdot m \).

In the rest of the paper, we denote the ciphertext of a message \( m \) by \([m]\) for the Paillier cryptosystem and \(\llbracket m \rrbracket\) for the DGK.

3 Secure Comparison Protocol with Secret Inputs

In this section, we describe the state-of-the-art secure comparison protocol (SCP), which takes two encrypted inputs and outputs the greater one in the encrypted form. SCP based on the DGK construction introduced in [12] is one of the widely-used comparison protocols due to its efficiency. The DGK comparison protocol is a sub-protocol in the SCP, where each party possesses a secret but plaintext value. The sub-protocol also uses the DGK cryptosystem for efficiency reasons.

The comparison protocol in [12] is modified and used by Erkin et al. in [8], and Veu- gen proposed an improved DGK comparison protocol (IDCP) in [9]. In the following, we describe the SCP construction.

For the sake of simplicity, we use the names Alice and Bob as the data aggregator and the utility provider, respectively. We assume that Bob has the secret key \( sk \) and Alice has access to two encrypted values, \([a]\) and \([b]\), and wants to know if \( a < b \).

Initially, Alice computes \( [z] = [2^\ell + a - b] = [2^\ell] \cdot [a] \cdot [b]^{-1} \), and then obtains the result of comparison as follows:

\[
[z] = [2^{-\ell} \cdot (z - (z \mod 2^\ell))] = ([z] \cdot [z \mod 2^\ell]^{-1})^{2^{-\ell}},
\]

where \([z]_{\ell}\) is the most significant bit of \([z]\) and the result of comparison. If \( z_{\ell} = 1 \) then we have \( a > b \), and otherwise \( a < b \). A more efficient method of computing \([z]_{\ell}\) is based on the IDCP, where we can compute \( z_{\ell} = [z/2^\ell] \) and \( [a < b] = [1 - z_{\ell}] = [1] \cdot [z_{\ell}]^{-1} \), but we still need to compute \([z \mod 2^\ell]\). A more detailed explanation regarding computation of \([z]_{\ell}\) is provided in the following sections.

Computing \([z \mod 2^\ell]\)

Notice that Alice has access only to \([z]\), and interaction with Bob, who has the private key, is needed to compute modulo reduction, \([z \mod 2^\ell]\). However, Alice cannot
give \([z]\) directly to Bob since this value reveals information on the difference of \(a\) and \(b\). Therefore, Alice masks \([z]\) using a random value as follows:

\[
[d] = [z + r] = [z] \cdot [r],
\]

where \(r\) is a \((\kappa + \ell)\)-bit uniformly random number and \(\kappa\) is a security parameter. After masking, Alice sends \([d]\) to Bob to perform modulo reduction, where Bob first decrypts \([d]\), then computes \(\hat{d} = d \mod 2^\ell\) and sends \([\hat{d}]\) and \([d/2^\ell]\) back to Alice. Subsequently, to obtain \([z \mod 2^\ell]\), Alice computes \([\hat{z} \mod 2^\ell] = [\hat{d} - r \mod 2^\ell] = [\hat{d}] \cdot [r \mod 2^\ell]^{-1}\).

Note that \(z \mod 2^\ell = \hat{z} \mod 2^\ell\) if \(\hat{d} > r \mod 2^\ell\). When \(\hat{d} < r \mod 2^\ell\), an underflow occurs, and Alice has to add \(2^\ell\) to \([\hat{z}]\) to make the value positive again. Therefore, Alice needs to determine whether \(\hat{d} > r \mod 2^\ell\) or not. This is achieved by computing an encrypted value, \([\lambda]\), which shows the relation between \(\hat{d}\) and \(r \mod 2^\ell\). Then, Alice can perform following computation to obtain \([z \mod 2^\ell]\):

\[
[z \mod 2^\ell] = [\hat{z} + \lambda 2^\ell] = [\hat{z}] \cdot [\lambda]^{2^\ell}.
\]

Alice can obtain \([z\ell]\) by using Equation 1. \([z\ell]\) can be computed more efficiently as follows:

\[
[z\ell] = [\Psi(z)] = [\Psi(d)] \cdot [\Psi(r)]^{-1} \cdot [\lambda]^{-1}
\]

where \(\Psi(x) = [x/2^\ell]\). For computing \([\lambda]\), we run a secure comparison protocol with private inputs as described in the following section.

### Computing \([\lambda]\)

This protocol outputs an encrypted bit, which shows whether \(\hat{d} > \hat{r} = r \mod 2^\ell\) or not. However, different than the original problem of comparing encrypted \(a\) and \(b\), in this protocol Alice and Bob possess \(\hat{r}\) and \(\hat{d}\) in plaintext, respectively. Based on this setting, the IDCP for computing \([\lambda]\) securely works as follows:

1. Bob sends a bitwise encryption of his input, \([d_0], ..., [d_{\ell-1}]\), to Alice.

2. Alice chooses uniformly random bit \(\delta\), where \(\delta \in \{0, 1\}\). Then she computes \(s = 1 - 2 \cdot \delta\) and \([c_i]\) as follows,

\[
[c_i] = [\hat{d}_i - \hat{r}_i + s + 3 \sum_{j=i+1}^{\ell-1} \hat{d}_j \oplus \hat{r}_j],
\]

\[
= [\hat{d}_i] \cdot [\hat{r}_i]^{-1} \cdot [s] \cdot \left( \prod_{j=i+1}^{\ell-1} [\hat{d}_j \oplus \hat{r}_j] \right)^3,
\]

where \([\hat{d}_j \oplus \hat{r}_j] = [d_j] \cdot [r_j] \cdot [d_j]^{-2 \cdot \hat{r}_j}\), and \(i = 0, ..., \ell - 1\).

3. Alice blinds each \([c_i]\) with a uniformly random \(h_i \in_R \mathbb{Z}_u^*\) such that

\[
[e_i] = [c_i \cdot h_i] = [c_i]^{h_i},
\]

then permutes \([e_i]\) and sends them to Bob. Note that if \(c_t = 0\), where \(t \in \{0, ..., \ell - 1\}\) then \(e_t = 0\) as well.
4. Bob checks whether there is a zero among \([e_i]\) values. If none of the \([e_i]\) values are encrypted zero then he sets \(\hat{\lambda} = 0\), otherwise \(\hat{\lambda} = 1\). Then he encrypts \(\hat{\lambda}\) and sends \([\hat{\lambda}]\) to Alice.

5. Alice corrects \([\hat{\lambda}]\) to obtain \([\lambda]\) as follows:
\[
[\lambda] = \begin{cases} 
[\hat{\lambda}] & \text{if } s = 1 \\
[1] \cdot [\hat{\lambda}]^{-1} & \text{if } s = -1 
\end{cases}
\]

After obtaining \([\lambda]\), Alice computes \([z \mod 2^{\ell}]\) and \([z_\ell]\) based on Equations 3 and 1 respectively.

4 Efficient Privacy-Preserving Comparison Protocol (EPPCP)

In this section, we describe a new version of the original SCP based on the DGK construction, which is significantly more efficient in terms of run-time cost.

Proposed Comparison Protocol

Complexity analysis and experimental results reveal that the XOR operation in computing \([c_i]\), in Equation 5, has a significant impact on the overall efficiency of the DGK comparison protocol for the following two reasons:

1. Computing XOR is computationally expensive, since \([\hat{r} \oplus \hat{d}] = [\hat{r}] \cdot [\hat{d}] \cdot [\hat{d}]^{-2^{\hat{r}}}\).

Veugen [9] proposed a more efficient technique of computing XOR, where \([\hat{r} \oplus \hat{d}] = [\hat{d}]\) when \(\hat{r} = 0\); otherwise, \([\hat{r} \oplus \hat{d}] = [1] \cdot [\hat{d}]^{-1}\) (Recall that Alice and Bob have access to values \(\hat{r}\) and \(\hat{d}\), respectively and Alice is computing XOR). Thus, if \(\hat{r}\) equals to 1, one multiplication and one exponentiation with negative exponent should be computed over DGK ciphertexts, which affects the performance of DGK comparison protocol significantly.

2. Since the equation that involves XOR is computed during the protocol with encrypted inputs, it is not possible to introduce pre-computation for \([c_i]\) to obtain a more efficient protocol.

Table 1 shows that computing \([c_i]\) constitutes 70% of the overall run-time of the IDCP for Alice.

Based on these two facts, we propose a more efficient way of computing \([c_i]\), which does not rely on the original XOR computation. The value \([c_i]\) can be re-written as follows:
\[
[c_i] = [\hat{d}_i - \hat{r}_i + s + \sum_{j=i+1}^{\ell-1} (\hat{d}_j \cdot 2^j - \hat{r}_j \cdot 2^j)] .
\]

(7)

Alice computes Equation 7 in three steps:

1. Bob computes \([^t_i] = [\hat{d}_i + \sum_{j=i+1}^{\ell-1} \hat{d}_j \cdot 2^j]\), and sends \([t_i]\) to Alice,

2. Alice computes \([v_i] = [s - \hat{r}_i - \sum_{j=i+1}^{\ell-1} \hat{r}_j \cdot 2^j]\), and
3. Alice computes $[c_i]$ as follows,

$$[c_i] = [t_i + v_i] = [t_i] \cdot [v_i].$$

Note that Alice can pre-compute $[v_i]$ and factor ‘3’ is not needed in the computation of $[c_i]$. After computing all $[c_i]$ values, Alice masks each $[c_i]$ and sends masked values to Bob, where he checks if any of the given masked $[c_i]$ is zero, then generates $[\lambda]$, and sends it to Alice. She corrects $[\lambda]$ based on value $s$ to obtain $[\tilde{\lambda}]$, computes Equation 3, and 1 to obtain $[z_\ell]$ as in the original protocol. Note that we compare $2d$ and $2\tilde{r}$ instead of $d$ and $\tilde{r}$ respectively for technical reasons explained in the following section.

### Table 1: Run-time performance for several steps of the IDCP

<table>
<thead>
<tr>
<th>Function</th>
<th>Time (second)</th>
<th>Overall computation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computing $[c_i]$</td>
<td>15</td>
<td>70</td>
</tr>
<tr>
<td>$[e_i] \leftarrow$ Masking $[c_i]$</td>
<td>3.15</td>
<td>15</td>
</tr>
<tr>
<td>Other</td>
<td>3.15</td>
<td>15</td>
</tr>
<tr>
<td>Bob</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGK zero-check</td>
<td>27.3</td>
<td>38</td>
</tr>
<tr>
<td>Paillier decryption</td>
<td>44.4</td>
<td>62</td>
</tr>
<tr>
<td>Total</td>
<td>93</td>
<td></td>
</tr>
</tbody>
</table>

#### 4.1 Data Packing

According to Table 1, Paillier decryption of $[d]$ (Equation 2) dominates more than 62% of the comparison protocol execution time at Bob side. We decrease the run-time of Paillier decryption by employing data packing similar to [10, ?]. The main idea behind data packing is to efficiently use the message space of the Paillier cryptosystem that is much larger than the values to be compared.

Assume that $z$ and $r$ are $\ell$ and $\ell + \kappa$-bit integers, respectively. Then, $[d] = [z + r]$ is a $(\ell + \kappa + 1)$-bit integer. Let the message space of the Paillier cryptosystem be $\eta = pq$, then Alice packs $\rho = [(\ell + \kappa + 1)/\eta]$ into one Paillier message as follows:

$$[\hat{d}] = \sum_{j=0}^{\rho-1} [d]_j \cdot (2^{\ell+\kappa+1})^j,$$

and sends $[\hat{d}]$ to Bob. Then, Bob computes $D_{sk}([\hat{d}])$, unpacks $\rho$ different values and performs modulo reduction on each unpacked value.

Employing the data packing technique not only reduces the number of very expensive Paillier decryption to be performed, but also decreases the number of encrypted messages to be transmitted.
5 Performance Analysis

In this section, we analyze the number of operations over ciphertexts, since they are computationally expensive compared to operations on the plaintext and dominate the protocol execution run-time, and provide experimental results for run-time performance. For this purpose, we implemented the EPPCP using C++ and SeComLib [13] library, on a Linux machine running Ubuntu 14.04 LTS, with 64-bit microprocessor and 8 GB of RAM. The experiments are repeated for 10,000 comparisons. Table 2 provides more information about parameters and their corresponding values in our implementation.

Table 2: Parameters and their values used in the implementation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit size of inputs</td>
<td>$\ell$</td>
<td>25 bits</td>
</tr>
<tr>
<td>Security parameter</td>
<td>$\kappa$</td>
<td>40 bits</td>
</tr>
<tr>
<td>Paillier message space</td>
<td>$\eta$</td>
<td>2048 bits</td>
</tr>
<tr>
<td>DGK message space</td>
<td>$n$</td>
<td>32 bits</td>
</tr>
<tr>
<td>Paillier/DGK key size</td>
<td>$n$</td>
<td>2048 bits</td>
</tr>
<tr>
<td>Number of $[d]$ packed into one Paillier ciphertext</td>
<td>$\rho$</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 3 shows the computational complexity of the original DGK comparison protocol, the IDCP, and the EPPCP. Note that the number of multiplications and exponentiations are regarding the computation of $[c_i]$.

Table 3: Computational complexity of original DGK [12, 8], the IDCP and the EPPCP.

<table>
<thead>
<tr>
<th>Function</th>
<th>Original DGK</th>
<th>IDCP</th>
<th>EPPCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encryption</td>
<td>$1_{\text{Paillier}} + \ell_{\text{DGK}}$</td>
<td>$1_{\text{Paillier}} + \ell_{\text{DGK}}$</td>
<td>$1_{\text{Paillier}} + \ell_{\text{DGK}}$</td>
</tr>
<tr>
<td>Decryption</td>
<td>$1_{\text{Paillier}}$</td>
<td>$1_{\text{Paillier}}$</td>
<td>$(\frac{1}{\rho})_{\text{Paillier}}$</td>
</tr>
<tr>
<td>DGK zero-check</td>
<td>$\ell$</td>
<td>$\ell$</td>
<td>$\ell$</td>
</tr>
<tr>
<td>Multiplication</td>
<td>$\ell(\ell + 2)$</td>
<td>$\ell(\ell + 11)$</td>
<td>$\ell$</td>
</tr>
<tr>
<td>Exponentiation (+)</td>
<td>$\ell$</td>
<td>$\ell$</td>
<td>$0$</td>
</tr>
<tr>
<td>Exponentiation (−)</td>
<td>$\frac{\ell(\ell + 1)}{2}$</td>
<td>$\frac{\ell(\ell + 3)}{4}$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

According to Table 4, running EPPCP 10,000 times takes 41 seconds, where it takes 93 seconds for the IDCP. Table 4 also shows that pre-computation phase takes more time in EPPCP as a result of the new method of computing $[c_i]$, which allows performing more initial computations before run-time.
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Table 4: Overall performance of the IDCP and the EPPCP.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Run-time (second)</th>
<th>Pre-computation (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDCP</td>
<td>93</td>
<td>7.4</td>
</tr>
<tr>
<td>EPPCP</td>
<td>41.4</td>
<td>13.8</td>
</tr>
<tr>
<td>Improvement</td>
<td>+56%</td>
<td>−87%</td>
</tr>
</tbody>
</table>
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Abstract

The MAVLink protocol, used for bidirectional communication between a drone and a ground control station, will soon become a worldwide standard. The protocol has been the subject of research many times before. Through this paper, we introduce the method of fuzzing as a complementing technique to the other research, to find vulnerabilities that have not been found before by different techniques. The goal is to identify possible vulnerabilities in the protocol implementation in order to make it more secure.

1 Introduction

Currently, drones are used to support critical services such as forest fire and illegal hunting detection, search and rescue operations or to deliver medical supplies. For this purpose, they are often equipped with a navigation system (GPS), a camera and an audio interface. Furthermore, they have a radio that enables wireless communication with the Ground Control Station (GCS) or a remote control. Besides the clear benefits of using drones in all these services, they can also pose important security and privacy threats. The wireless communication channel opens up the door for several types of remote attacks. For example, adversaries could attempt to obtain sensitive data by eavesdropping the wireless medium, send malicious commands to the drone, or alter its software.

Previous research has focused on analysing the wireless communication protocols of commercial drones [3], and exploiting the lack of security measures in the communication channel [4, 5]. However, we are not aware of any security analysis of the drone’s software. In this paper, we tackle this problem, and carry out a software security analysis of the MAVLink protocol, which is expected to become a world-wide standard within the DroneCode project [2]. More specifically, we investigate potential design or implementation protocol flaws using fuzzing techniques. The goal is to inject invalid or semi-invalid data to produce an unexpected software behaviour. We briefly formulate three different research questions that we would like to explore more in detail in the rest of this paper. This includes: (i) how can we identify software security flaws in the MAVLink framework?, (ii) what are the consequences of exploiting these security flaws? and (iii) can we provide countermeasures to mitigate such issues?.

2 Related Work

Most of the research conducted in the past years resulted in attacks against the security of drones. When a vulnerability was found, the vulnerability was exploited and the drone could be hijacked or could crash. Academic research had the goal of reproducing a certain attack, make a theoretical background or proof and try to come up with countermeasures to assure the security of the drone. A large portion of the
conducted research is about GPS spoofing. A GPS spoofing attack attempts to mislead the drone’s GPS receiver by broadcasting fake GPS signals while pretending to be a legitimate GPS signal sent by a satellite. This attack can trick any device using GPS signals into changing its trajectory or make the device believe that it is at another location [11]. Other research focuses on the lack of security mechanisms like authentication and encryption. There is lot of bidirectional communication between the drone and the GCS. Many different types of communication channels can be used for this like WiFi, Bluetooth or Radio Channels. The major problem with these communication channels is that they are used without any form of encryption or that they are used together with weak encryption that can be cracked. Some research about the vulnerabilities of MAVLink includes adding encryption to the protocol [12, 5, 4, 13], but this has not yet been implemented in the MAVLink protocol. We want to look at the vulnerability analysis from another perspective. We want to search the space of software vulnerabilities of the MAVLink protocol. As far as we know, the fuzz-testing method has not yet been applied for analysis of the MAVLink protocol.

3 Background information

3.1 Fuzzing

Fuzzing is a technique for finding vulnerabilities and bugs in software programs and protocols by injecting malformed or semi-malformed data. The injected data may include minimum / maximum values and invalid, unexpected or random data. Subsequently the system can be observed to find any kind of unexpected behavior, e.g. if the program crashes. There are three main types of fuzzing variants that can be distinguished: Plain Fuzzing, Protocol Fuzzing and State-based Fuzzing [15, 16]. Plain Fuzzing is the most simple way of testing. The input data is usually made by changing some parts of correct input that has been recorded. It provides very little assurance on code coverage because it does not go very deep into the protocol [14]. In Protocol Fuzzing, the input is generated based on the protocol specifications like packet format and dependencies between field. This is called Smart generation and is able to create semi-valid input. The opposite, dumb generation, is the corruption of data packets without awareness of the data structure. Protocol fuzzers typically generate test cases with minimum values, maximum values [14, 17]. State-based Fuzzing is a fuzzing technique that does not try to find errors and vulnerabilities by changing the content of the packets, but instead attempts to fuzz the state-machine of the software [14]. The most common method is to start with a dumb and basic fuzzer and then increase the amount of intelligence when necessary to create a smarter fuzzer [18]. Depending on the availability of source code, we can also distinguish between Black-box Fuzzing and White-box Fuzzing. The actual techniques used for fuzzing are typically a combination of black-box or white-box fuzzing with dumb or smart fuzzing. Unlike black-box fuzzing, white-box fuzzing requires a greater testing effort, however it provides a better test coverage [19].

3.2 MAVLink

The Micro Air Vehicle Communication Protocol (MAVLink Protocol) is a point-to-point communication protocol that allows two entities to exchange information. It is used for bidirectional communications between the drone and the GCS. MAVLink is a part of the DroneCode project, governed by the Linux Foundation [20]. A MAVLink message is sent byte wise over the communication channel, followed by a checksum for error correction. If the checksum does not match, then it means that the message is
corrupted and will be discarded. Figure 1 shows the structure of a MAVLink message. We will now give a brief description of the fields included in the message:

- **Magic**: indicates the beginning of a new messages.
- **Length**: indicates the length of the payload field.
- **Sequence number**: indicates the sequence number of the packet.
- **System ID**: ID of the sending system.
- **Component ID**: ID of the sending component.
- **Message ID**: ID of the message in the payload.
- **Payload**: payload of the packet, which contains the parameters of the message.
- **CRC**: checksum for validation.

MAVLink messages are handled by the `handleMessage(msg)` function. This function has a switch statement, handling the different message IDs [21].

![MAVLink packet structure](image)

**Figure 1: MAVLink packet structure**

### 3.3 Fuzzing Methodology

For our experiments we built a fuzzer capable of creating custom MAVLink messages. Several strategies are applied to construct the messages that are sent to the drone. Initially, we started with a random dumb fuzzing to observe how the software handles invalid messages. We then made a smarter fuzzer which takes into account the message format, and constructs semi-valid messages. The techniques for constructing the payload of the messages are different for every test case.

### 4 Methodology

#### 4.1 Lab Setup

Our laboratory setup employs the Software In The Loop environment (SITL) [7], which provides simulators for the ArduCopter, ArduPlane and ArduRover. We use the drone simulator for the ArduCopter [1]. The simulator is run on a Linux virtual machine and the fuzzer on a host machine. The host system is running OS X El Capitan (8gb RAM, 2,4 GHz Intel Core i5) and the virtual machine for the virtual drone is running Ubuntu 14.04 TLS 64-bit. The communication between both machines is via a TCP connection.

**Configuration:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Specification</th>
<th>Function</th>
<th>IP-address</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host System</td>
<td>Mac OSX</td>
<td>Host</td>
<td>192.168.56.1</td>
</tr>
<tr>
<td>System 2</td>
<td>VM2: Ubuntu</td>
<td>Virtual Drone</td>
<td>192.168.56.102</td>
</tr>
</tbody>
</table>
4.1.1 Case Studies

Our fuzzer, which is implemented in Python, is capable of constructing valid MAVLink messages. We now discuss how every field in the packet is constructed in our fuzzer. The Magic is a fixed value and is set to "fe", whereas the Length field is set to the size of the payload field. In every transmitted message the Seq is increased by one, and it is reset to zero if it reaches the value of 255. The SysID and CompID are kept fixed, i.e. "ff" and "00", respectively. The MsgId is a value in the range of 0-255. The payload contains the parameters that are used internally, (e.g. the height of the drone), and is generated based on different strategies, which we will discuss more in detail for each experiment. The CRC value is generated using a CRC-16 function; its polynomial generator is 0x1021, the initial value is FFFF, the input data bytes are reversed, and the CRC result is reversed before the final XOR operation. The CRC parameters were obtained by looking at the available documentation and testing the generator on [23]. The input to the generation function is as follows:

Length+seq+SysID+CompID+MsgID+Payload+Seed.

The seed is a x25 checksum generated over the message name, followed by the type and name of each field. This seed is used to capture changes in the XML describing the message definitions. This results in messages being rejected by the recipient if they do not have the same XML structure.

There are some properties that a fuzzer needs to have. A fuzzer must be able to record the test cases for reproduction. Therefore, every constructed message is written to a file before it is sent to the virtual drone. Another property is the ability of transmitting the test cases to the system under test. Since we are using SITL with a TCP connection therefore, the fuzzer initiates a three-way handshake with the virtual drone and a connection is established via sockets. The generated messages can now be sent to the drone over this socket. To observe the behaviour of the drone, we can use different approaches. A simple observation is to check whether or not the connection with the drone is still alive. To further investigate its behaviour, the virtual drone can be run inside gdb [22].

To start the virtual drone, the command in Listing 1 is used. This starts the Arducopter simulation for a quadcopter, at a certain location with all of the memory erased and faster operation. We define the following test cases.

Listing 1: Startup command

./arducopter.elf --home -35,149,584,270 --model quad
--speedup 100 --wipe

Test Case 1 We establish a connection to the drone and start to send completely random data including numbers, letters and characters. The actual structure of a MAVLink message is ignored at the moment. The length of the data sent to the virtual drone ranges from 1 to 1000 characters. We do this to test how the software handles incorrect data.

Test Case 2 For every message ID, we create a message with payloads of length ranging from the minimum length (i.e. 1 byte) to the maximum length (i.e. 255 bytes). The payload consists of completely random combinations of hexadecimal values. We repeat this test several times. This test is used to give an indication of how semi-valid messages are handled. This is important since these messages can go deeper into the software.

Test Case 3 We also test the system’s behaviour when messages without any payload are sent. For every message id, a new message (with no payload) will be constructed with the length set to zero. This test aims to find vulnerabilities that do not depend on the payload.

Test Case 4 We construct payloads consisting entirely out of the minimum value. This test investigates how the implementation handles the minimum value "00". This is done for payloads with a length ranging from 1 to 255 bytes.
Test Case 5 following the previous test case, we do the same for the maximum value "ff".

Test Case 6 Within this test case, we do not send the messages byte per byte. An entire message with all the necessary fields is included in one TCP packet. We incrementally increase the length of the random payload from 1 to 255 bytes extending the length of the entire message.

Test Case 7 Within this test case, we try to identify vulnerabilities depending on the value of the length field and the actual value of the payload. In a first run, we constructed messages with up to 5 bytes of payload and set the value of the length field to the length of the payload minus one. In the second run, we did the same, except that the value of the length field was set to the length of the payload plus one.

5 Results Obtained and Discussion

Resulting from the listed test cases, we were able to identify a few security flaws. Particularly, from the sixth test case, where the payload increased randomly, the fuzzing script was able to crash the virtual drone. The error caused by the fuzzing script can be seen in Listing 2.

Listing 2: Floating Point Exception

| ERROR: Floating point exception - aborting |
| Aborted (core dumped) |

To investigate the cause of the exceptions we used the gdb debugger and the core dump of the memory when the kernel crash occurred. From an analysis we identified that errors corresponds to three specific functions. However, further investigation needs to be performed to identify the exact cause of the exceptions.

The next step of our work is to complete the entire range of the test cases aiming to gain more results identifying error flaws of the MAVLink software implementation. Moreover, we aim to further investigate the causes of the identified software flaws. However, we have to stress that fuzzing all possible test cases is a resource demanding operation. For instance, there is a limitation concerning to the memory usage. With the current setup, it is not possible to try all possible permutations of payloads, for all possible message and payload lengths. Currently, we are looking to further improve the fuzzing scripts aiming to make the fuzzing operations more memory efficient.

6 Conclusion

This work aims to identify software vulnerabilities, by using the technique of fuzzing. Currently we focused our research on the MAVLink protocol. MAVLink is used as a communication protocol between a drone and a ground control station. The protocol is actively developed by the community and aims to become one of the drone communication standards. Our aim is to contribute to the identification of the security flaws of the protocol and to help the development community to mitigate these flaws. At the same time, we want to proof the suitability of fuzzing techniques for discovering vulnerabilities in the implementation of the protocol. Currently, we have identified software vulnerabilities that we are further investigating.

Many fuzzing platforms do already exist and can be used for the software analysis of the MAVLink protocol. Our next step is to further research and extend our fuzzing scripts aiming to generate more complex fuzzing scenarios.
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Abstract

We introduce a parallelizable algorithm for approximate optimization on the entropic cone. We also present the toolbox \texttt{EntropicCone.jl}. Its aim is to improve the computational reproducibility of the recent progress on the approximation of the entropic cone and to make them easily accessible for its many applications. These applications include the capacity region of multi-source network coding, converse theorems for multi-terminal problems of information theory, bounds on the information ratios in secret sharing schemes and conditional independence among subvectors of a random vector.

1 The problem setting

Given \( n \) random variables, we can compute the entropy of any of the \( 2^n \) subsets of these \( n \) variables. The set \( \mathcal{E}_n \triangleq \mathbb{R}^{2^n-1} \) of vectors indexed by the nonempty subsets of \([n]\triangleq\{1, \ldots, n\}\) is called the entropy space. The entropy vector of a set of \( n \) random variables is the entropy vector \( h \) such that \( h_I \) is the entropy of the set \( \{X_i \mid i \in I\} \).

We denote the set of vectors of \( \mathbb{R}^{2^n-1} \) that are entropic as:

\[
\mathcal{H}_n \triangleq \{ h \in \mathbb{R}^{2^n-1} \mid \exists X_1, \ldots, X_n, \forall \emptyset \neq S \subseteq [n], h_S = H_b(\{X_i \mid i \in S\}) \}.
\]

It is known that the set \( \mathcal{H}_n \) is not a cone for \( n \geq 3 \) but its closure \( \text{cl} \mathcal{H}_n \) is a convex cone \cite{20}. The difference between \( \mathcal{H}_n \) and \( \text{cl} \mathcal{H}_n \) is only on the boundary of \( \text{cl} \mathcal{H}_n \). More precisely, it has been shown that the relative interior of \( \text{cl} \mathcal{H}_n \) is contained in \( \mathcal{H}_n \) \cite{15}.

For \( n \leq 3 \), \( \text{cl} \mathcal{H}_n \) is equal to the polymatroid cone \( \mathcal{P}_n \). This is the set of entropy vectors \( h \) that are

- \textbf{nonnegative}: \( h_I \geq 0 \) for any \( I \subseteq [n] \),
- \textbf{nondecreasing}: \( h_I \leq h_J \) for any \( I \subseteq J \subseteq [n] \) and
- \textbf{submodular}: \( h_J + h_K \geq h_{J \cup K} + h_{J \cap K} \) for any \( J, K \subseteq [n] \).

These three sets of conditions are linear inequalities on the entropy vector \( h \). Since \( \mathcal{P}_n \) is defined by a finite subset of linear inequalities, it is a polyhedral cone.

For \( n \geq 4 \), \( \text{cl} \mathcal{H}_n \) is a strict subset \( \mathcal{P}_n \). Moreover, \( \text{cl} \mathcal{H}_n \) is not polyhedral \cite{14} and not even semialgebraic\footnote{A set is \textit{semialgebraic} if it is the projection of an algebraic set. A set is \textit{algebraic} if it can be defined by finitely many polynomial inequalities.} \cite{17}.

The entropic cone has a variety of applications including the capacity region of multi-source network coding \cite{1}, converse theorems for multi-terminal problems of information theory \cite{19}, bounds on the information ratios in secret sharing schemes \cite{2}.

\*A set is \textit{semialgebraic} if it is the projection of an algebraic set. A set is \textit{algebraic} if it can be defined by finitely many polynomial inequalities.
and conditional independence among subvectors of a random vector \[18\]. This motivates the research on filling the gap between \(P_n\) and \(\text{cl} \mathcal{H}_n\).

In Section 2, we review the methods used to find tighter approximations of \(\mathcal{H}_n\) than \(P_n\). The current methods are linear and generate polyhedral outer approximations. However, as one can anticipate, the number of facets of a polyhedral approximation that would be “everywhere close” to \(\mathcal{H}_n\) would have a sizeable amount of facets since it is high-dimensional and not semialgebraic. In practical applications, one is often looking at the simpler problem of solving an optimization problem involving the entropic cone so we are only looking for an outer approximation that is “close” to \(\mathcal{H}_n\) “near” the optimum. In Section 3, we show a parallelizable algorithm for this problem.

## 2 Generating Non-Shannon Inequalities

The inequalities that are valid for \(P_n\) are called Shannon inequalities and those that are valid for \(\mathcal{H}_n\) but not for \(P_n\) are called non-Shannon inequalities.

The current approach in generating an outer bound for \(\mathcal{H}_n\) is to generate non-Shannon inequalities and to intersect \(P_n\) with the halfspaces they define.

There are currently four known methods for generating non-Shannon inequalities. The first one, which is the most commonly used, was introduced by Zhang and Yeung in order to generate the first non-Shannon inequality [21]; its description and analysis can be found in [13]. The three other methods are respectively described in [12], [15] and [6].

The first two methods are equivalent [10] and it is still unknown whether the third and fourth methods can generate inequalities that cannot be generated by the first two ones. It is also unknown whether these four methods can generate all non-Shannon inequalities. In this paper, we will only use the first method which is described in Section 2.1.

### 2.1 Entropic Cone and adhesivity

We define the inner-adhesivity and self-adhesivity operators respectively as

\[
ia_{J,K|I}(h) = \{g \in \mathcal{E}_n' \mid \forall I \subseteq J \subseteq J \cup K, g_L = h_{L|J} + h_{L\setminus K} - h_I\}, \quad I = J \cap K, \\
sa_{J|I}(h) = \{g \in \mathcal{E}_n' \mid \forall I \subseteq J \subseteq J' \cup K, g_L = h_{L\setminus J'} + h_{L|K} - h_I\}, \quad I \subseteq J.
\]

where for inner-adhesivity, \(n' = |J \cup K|\) and for self-adhesivity \(n' = n + |J \setminus I|, J' = [n]\) and \(K = ([n'] \setminus J') \cup I\).

**Definition 1.** We say that a family of sets \(S_n \subseteq \mathcal{E}_n\) is inner-adhesive if for any \(n, x \in S_n\) and \(J, K \subseteq [n]\), there exists \(y \in S_{[J \cup K]}\) such that \(y \in \ia_{J,K|I}(x)\) and we say that it is self-adhesive if for any \(n, x \in S_n\) and \(I \subseteq J \subseteq [n]\), there exists \(y \in S_{n+|J\setminus I|}\) such that \(y \in \sa_{J|I}(x)\).

The following theorem gives the relation between adhesivity and the entropic cone.

**Theorem 1.** The entropic cone \(\mathcal{H}_n\) is inner-adhesive and self-adhesive.

**Proof.** Consider \(h \in \mathcal{H}_n\) and \(n\) jointly distributed random variables \(X_i\) of joint probability mass function \(p\) such that \(h\) is their entropy vector. Let \(p_I\) denote the probability mass function of the marginal distribution of \(I\). For inner-adhesivity, the entropy vector \(g \in \mathcal{H}_{[S \cup T]}\) of the probability function

\[
p_I(x_I)p_K(x_K) \\
p_I(x_I)
\]

\[
p_I(x_I)p_K(x_K)p_I(x_I)
\]
belongs to $\text{ia}_{J,K|J}(h)$ and for self-adhesivity, the entropy vector $g \in \mathcal{H}_{n+|J\setminus I|}$ of the probability function
\[ \frac{p_J(x_J)p_I(x_K)}{p_I(x_I)} = p_{J|I}(x_J|x_I)p_{J|I}(x_K|x_I)p_I(x_I), \]
where $J' = [n]$, belongs to $\text{sa}_{J|I}(h)$. \hfill \square

Let $\text{ia}_{J,K|J}(S)$ (resp. $\text{sa}_{J|I}(S)$) be the set of vectors $x$ such that there exists $y \in S$ such that $y \in \text{ia}_{J,K|J}(x)$ (resp. $y \in \text{sa}_{J|I}(S)(x)$). By Theorem 1, given an integer $n_0$ and a sequence $(J_1, I_1), \ldots, (J_m, I_m)$ such that $I_i \subseteq J_i \subseteq [n_i]$ and $n_i = n_{i-1} + |J_i \setminus I_i|$ for $i = 1, \ldots, m$, the set\footnote{Of course this also works if we include inner-adhesive operations in the sequence, we have only included self-adhesivity in the sequence to keep simple notation.}
\[ (\text{sa}_{J_i|I_i} \circ \cdots \circ \text{sa}_{J_m|I_m})(\mathcal{P}_{n_m}) \]
provides an outer approximations of $\mathcal{H}_{n_0}$. Therefore an outer approximation of $\mathcal{H}_{n_0}$ can be obtained by projecting the polyhedral cone of dimension $\sum_{i=0}^m 2^{n_i} - 1$ given by
\[ \{ (h_0, h_1, \ldots, h_m) \in \mathcal{P}_{n_0} \times \mathcal{P}_{n_1} \times \cdots \times \mathcal{P}_{n_m} | h_i \in \text{sa}_{J|I}(h_{i-1}), i = 1, \ldots, m \}. \] (1)
on the first $2^{n_0} - 1$ variables.

This method was used to generate hundreds of non-Shannon inequalities in [8]. Using Benson’s algorithm [3] to compute the projection of (1), even more non-Shannon inequalities were uncovered in [7, 11].

As mentioned earlier, $\text{cl} \mathcal{H}_n$ is strictly included in $\mathcal{P}_n$ for $n \geq 4$. As the dimension of $\mathcal{H}_n$ is exponential in $n$, the methods are usually benchmarked using $\mathcal{H}_4$. An important numerical quantity, related with the geometric properties of $\mathcal{H}_4$ is the Ingleton score defined as
\[ \Pi^* \triangleq \inf_{0 \neq h \in \mathcal{H}_4} \Pi_{ij}(h) \]
where $\Pi_{ij}(h) = \langle \square_{ij}, h \rangle / h_{[n]}$ [8, Definition 3] and $\square_{ij}$ is the Ingleton dual entropy vector [9]. The current best lower bound on $\Pi^*$ is equal to $-0.15789$ [8]. Upper bounds on $\Pi^*$ can be obtained from exhibiting four jointly distributed variables for which the entropy vector has low Ingleton score. The current best upper bound on $\Pi^*$ is equal to $-0.09243$ [16].

\section{Parallelizable optimization on the Entropic Cone}

In this section, we show how to decompose polyhedra such as described by (1) to solve optimization problems on it in an efficient and parallelizable manner using ideas from Stochastic Programming [5]. In stochastic programming, large scale linear programs are decomposed into smaller linear programs linked together by a markov chain. The linear program at each state $u$ of the markov chain is:
\[ Q(x, u) = \text{minimize} \ c^T y + Q_u(y) \]
\[ \text{s.t.} \ W_u y = h_u - T_u x, \]
\[ x \geq 0 \]
where $Q_u(y)$ is the sum of $Q(x, v)$ for each state $v$ accessible from $u$ weighted by the probability to go from state $u$ to state $v$. When the program is infeasible for some $x,$
At the initial state of the Markov chain, there is no term \(-T_u x\) and the solution at this stage is the solution of the original large scale linear program. Note that if \(v\) is accessible from different states \(u, u'\), the number of variables at \(u\) and \(u'\) must match for \(Q(\cdot, v)\) to be well-defined.

For the adhesive operations, we propose to define a state for each dimension \(n\) and adhesive operation. That is, for every \(n, J, K\), we have a state for the operation \(ia_{J,K|J\cap K}\) and for every \(n, I, J\) with \(I \subseteq J\), we have a state for the operation \(sa_{J|I}\). The linear program at the initial state is

\[
\begin{align*}
\text{minimize} & \quad c^T h + q_0(h) \\
\text{s.t.} & \quad h \in \mathcal{P}_{n_0},
\end{align*}
\]

the linear program for each state representing an inner-adhesivity is

\[
\begin{align*}
Q(h, (n, ia_{J,K|J\cap K})) = \text{minimize} & \quad q_{(n,ia_{J,K|J\cap K})}(g) \\
\text{s.t.} & \quad g \in \mathcal{P}_{J\cup K}(h) \\
& \quad g \in \mathcal{P}_{J\cap K},
\end{align*}
\]

and the linear program for each state representing an self-adhesivity is

\[
\begin{align*}
Q(h, (n, sa_{J|I})) = \text{minimize} & \quad q_{(n,sa_{J|I})}(g) \\
\text{s.t.} & \quad g \in \mathcal{P}_{I\cup J}(h) \\
& \quad g \in \mathcal{P}_{n+|J\cup I|}.
\end{align*}
\]

A state \((n, a)\) is accessible from a state \(u\) if the dimension\(^\dagger\) of the linear program at \(u\) is \(2^n - 1\). Since there is no objective in states other than the initial state, the probability assigned for each transition does not matter. The only relevant information in \(Q(h, (n, a))\) is whether it is infinite or zero.

In stochastic programming, the domain of \(Q(\cdot, (n, a))\) is approximated by a polyhedron by starting with the approximation \(\mathbb{R}^n\) and adding feasibility cuts. The feasibility cuts are computed as follows: the linear program is solved for some \(h\), if it is infeasible, an unbounded ray of the dual linear program is computed and used to generate a feasibility cut.

These observations lead to Algorithm 1 for approximate optimization on the entropic cone that is inspired from the Stochastic Dual Dynamic Programming algorithm used in stochastic programming. Note that the initial node can have a nonlinear objective function and additional nonlinear constraints. This algorithm is easily parallelizable as the linear programs of the different states only need to communicate cuts and optimal solutions.

We developed a new toolbox EntropicCone.jl in Julia [4] for working with the entropic cone. This algorithm is one of the features implemented in the toolbox. We tested Algorithm 1 to find lower bounds for the Ingleton score and obtained the best known lower bound \(-0.15789\) in under a minute.

4 Conclusion

Searching for non-Shannon inequalities to provide tighter outer approximations of the entropic cone may seem computationally demanding due to the use of a projection algorithm in high-dimensional space. However, if we restrict ourself to the optimization

\(^\dagger\)the number of variables of the linear program
Algorithm 1 Approximate minimization of $c(h)$ subject to $x \in \mathcal{H}_n \cap \mathcal{F}$ for parameters $n_{\max}, K, m, \rho$.

Given a maximal value $n_{\max}$ for $n$, generate all states such that the dimension of the linear program is at most $2^{n_{\max}} - 1$.

for $k = 1, 2, \ldots, K$ do

Pick a set $P$ of $\rho$ random paths of length $m$ starting at the initial state.

Solve the optimization program

$$\begin{align*}
\text{minimize} & \quad c(h) \\
\text{s.t.} & \quad h \in P_{n_0} \cap \mathcal{F} \cap \text{dom}(Q_0),
\end{align*}$$

where the domain of $Q_0(h)$ is approximated by the feasibility cuts.

if the program is infeasible then

return Infeasible

end if

for $i = 1, 2, \ldots, m$ do

for all $p \in P$ do

Solve $Q(h, (n_{p,i}, a_{p,i}))$ where $h$ is the value of the optimal solution of the previous state in the path.

if the program is infeasible then

Add a feasibility cut for $\text{dom}(Q(\cdot, (n_{p,i}, a_{p,i})))$

Remove $p$ from $P$

end if

end for

end for

end for

of a (possibly nonlinear) objective on the entropic cone (possibly under additional constraints), the algorithms used in stochastic programming can be used to provide a parallelizable algorithm that can provide bounds on the objective. This method is able to obtain current best lower bound on the Ingleton score in under a minute.
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Abstract

This paper considers the two-user block-fading multiple access channel in which each user knows its own channel gain, but not the channel gain of the other user (distributed CSIT). The receiver has complete channel state information. We consider the use of lattice codes and a compute-and-forward strategy in which multiple linear combinations of the messages are decoded in order to recover the messages themselves. Users choose their rate and scale their lattice as a function of their channel gain. It is shown that under certain constraints on the channel gains this strategy is sum-rate optimal if no outage is tolerated. Finally, the strategy is extended to the case that outage is allowed.

1 Introduction

Lattice codes have received great interest after Erez and Zamir showed that they can achieve the capacity of the additive white Gaussian Noise (AWGN) point-to-point channel [1]. It was, for instance, shown that lattice codes can achieve the capacity of the Gaussian Multiple-access channel (MAC) [2] which is commonly used to model uplink communication in wireless networks. In wireless communications there is signal fading owing to multipath transmission of signal, shadowing or inherent variability of the channel, which makes the communication less reliable. In [2], the full capacity region of the multiple-access channel in a fading scenario was achieved by using lattice codes. More precisely, in [2] it is assumed that both transmitters and the receiver have access to the full channel state information (full CSI).

In this paper we consider the case of distributed channel state information at the transmitters. More precisely, we consider a slow-fading two-user symmetric Gaussian multiple access channel in which each user knows its own channel gain, but not the channel gain of the other user (distributed CSIT). The receiver has complete channel state information. For this channel we consider the adaptive-rate capacity, in which users adapt their rate and power in each block and no outage is tolerated, i.e. the employed rate-pairs of transmitter in each block should be inside the instantiated MAC capacity region. The adaptive-rate capacity of this channel is given in [3]. In [4, 5] a simple distributed strategy is presented for choosing power and rate. It is shown that this strategy achieves the adaptive sum-rate capacity for the case that the channel state statistics are symmetric. Moreover, a rate-splitting strategy is presented in [4] that enables successive decoding at the receiver, providing an alternative to the joint typicality decoding given in [3].

The contribution of the current paper is to use lattice codes in a compute-and-forward framework [6]. Two linear combinations of the messages are decoded in order to recover the messages themselves. By this we provide another practical encoding and decoding mechanism for the multiple-access channel with distributed CSIT. Similar to the strategies that are presented in [2] we provide scaling of the lattices at the encoders to deal with the varying channel gains. The difference of our strategy compared to [2] is that in our case the rate and lattice scaling can be a function of the channel state of one user only. Our main result is that under certain constraints on the channel
gains this strategy is adaptive sum-rate optimal in the sense that we achieve the same rates as the adaptive sum-rate optimal scheme of [4]. In addition to our main result we provide an extension of our strategy by allowing for outage in some rounds. We demonstrate that this improves that expected sum rate.

The channel model that we study in this paper is of relevance in a random-access scenario, in which users only sporadically have messages to transmit. In this case we cannot assume complete channel state information at all transmitters. In [7] the use of compute-and-forward for random access is considered for the case of unit channel gains. In this work we move away from the assumption of unit channel gains. In [8] this assumption is also leveraged, but a different strategy is used to deal with the varying channel gains. Each user that has a sufficiently good channel inverts the channel, effectively providing equal channel gains from the receiver’s perspective. This strategy, though simple and effective, does lead to outage if the channel quality of a user is not good enough. It is, moreover, not known how far this strategy is away from optimality.

The remainder of this paper is organized as follows. In Section 2 we present the channel model, problem statement and notation. In Section 3 we review some of the background on lattices and present a result from [2] that will be used later. In Section 4 we provide our main result an achievable strategy for the adaptive rate, outage free, scenario. In Section 5 we extend our strategy to the setting that allow for outage. Finally, in Section 6 we provide conclusions and an outlook on future work.

2 Model and Problem Statement

We consider the 2-user symmetric Gaussian MAC

\[ y = h_1 x_1 + h_2 x_2 + z, \]  

(1)

where \( x_i \in \mathbb{R} \) is the transmitted message by user \( i \), \( h_i \in \mathbb{R} \) is the fading coefficient of the channel from user \( i \) to the receiver, and \( z \) is additive white Gaussian noise with unit variance. We consider symmetrical users (i.e. they have same power constraints and channel fading distributions). The channel fading coefficients are i.i.d and remain
fixed for a sufficiently large blocks over which the codewords last. We assume the fading states have Rayleigh distribution and each transmitter has access to own fading coefficient and can use this information to adapt its rate. All fading coefficients are known at the receiver. The model is illustrated in Figure 1.

In the proposed coding scheme, we represent the messages as $M_1$ and $M_2$. User $i$ has a message $M_i \in \{1, \ldots, 2^{nR_i}\}$ to transmit and maps it to the channel input $x_{i,1}, \ldots, x_{i,n}$, satisfying a fixed power constraint $P$. We will refer to the throughput of a strategy as the expected sum-rate, namely,

$$T = E[R_1(h_1)] + E[R_2(h_2)],$$

where averages are over all values of $h_1$ and $h_2$, respectively. Note that it is possible to adapt the power over different blocks. We do not analyze such power control strategies explicitly, but instead rely on results from [4] that indicate that our proposed strategy is optimal if the right power control strategy is used.

In this work we consider MAC with individual CSI which each transmitter has instantaneous access to its own fading and choose its rate based on this information. This is possible since the users have channel state information available. Therefore, in our rate-strategy, the user $i$ employs a code-book of rate $R_i(h_i)$ according to the individual fading state $h_i$. Let $C_{MAC}(\hat{h})$ denotes the instantaneous capacity region of a Gaussian MAC with fixed channel gains $\hat{h}$

$$C_{MAC}(\hat{h}) = \left\{ \hat{R} : \forall S \subseteq \{1, 2\}, \sum_{i \in S} R_i \leq \frac{1}{2} \log \left( 1 + \sum_{i \in S} |h_i|^2 P \right) \right\}.$$  

A strategy under individual CSI, is called outage-free if

$$\forall \hat{h} \in H, (R_1(h_1), R_2(h_2)) \in C_{MAC}(\hat{h}),$$  

where $H$ is the fading space.

The goal of the present paper is to provide an encoding and decoding mechanism that is achieving the maximum achievable throughput that is outage free and that is based on lattice codes.

Throughout this paper, vectors are denoted by bold letters.

3 Preliminaries

Lattice code are a discrete subgroup of $R^n$ and can be written as a linear transformation of integer vector as

$$\Lambda = \{ \lambda = Gx : x \in Z^n \},$$

where $\lambda$ is a lattice point of $\Lambda$. More details about lattice and lattice code can be found in [1]. Similar to [2] we will use a nested lattice code combined with the compute-and-forward technique of Nazer and Gastpar [6] to decode two linearly independent equations of the messages as $a_1 M_1 + a_2 M_2$ (first equation) and $b_1 M_1 + b_2 M_2$ (second equation). These equations are decoded sequentially, enabling successive cancellation techniques after decoding the first equation. The messages $M_1$ and $M_2$ can be obtained from the linear equations that are decoded.

The proposed scheme in [2] allows users to use full CSI for controlling transmitted rate by scaling second moment of the coarse lattice. In general, not the whole dominant face of the capacity region can be achieved. By defining $A = \frac{h_1 h_2 P}{\sqrt{1 + h_1^2 P + h_2^2 P}}$, if $A < 3/4$
any points on the capacity region can not be achieved via this strategy, if \( 3/4 \leq A < 1 \) parts of the capacity region can be achieved, and if \( A \geq 1 \) the full dominant face are achieved \([2]\).

Assume \( \beta_1, \beta_2 \) are positive numbers, we can construct lattices \( \Lambda_k^s \subseteq \Lambda \) for \( k = 1, 2 \) which both lattices are simultaneously good with second moment, i.e.

\[
\sigma^2(\Lambda_k) = \beta_k^2.
\]

We collect both \( \beta \)'s into one vector \( \beta \). The following theorem gives achievable message rate-pairs for the 2-user Gaussian MAC.

**Theorem 1** \([2]\). Consider 2-user multiple access channel in (1) with full-CSI. The following rate pair is achievable

\[
R_k = \begin{cases} 
  r_k(a, \beta), & \text{if } b_k = 0, \\
  r_k(b|a, \beta), & \text{if } a_k = 0, \\
  \min \{r_k(a, \beta), r_k(b|a, \beta)\}, & \text{otherwise.}
\end{cases}
\]

where

\[
r_k(a, \beta) = \frac{1}{2} \log \frac{\beta_k^2(1 + h_1^2P + h_2^2P)}{K(a, \beta)},
\]

\[
r_k(b|a, \beta) = \frac{1}{2} \log \frac{\beta_k^2 K(a, \beta)}{\beta_1^2\beta_2^2(a_2b_1 - a_1b_2)^2},
\]

\[
K(a, \beta) = \sum_k a_k^2\beta_k^2 + P(a_1\beta_1h_2 - a_2\beta_2h_1)^2.
\]

### 4 Proposed Strategy

The main contribution of this work consists of a proposed means of scaling \( \beta_1 = 1 \) and \( \beta_2 \) as a function of \( h_2 \) and the selection of rates as following

\[
R_1 = \frac{1}{4} \log_2 \left(1 + 2h_1^2P\right), \quad R_2 = \frac{1}{4} \log_2 \left(1 + 2h_2^2P\right).
\]

This choice of the rates correspond to the midpoint strategy that is presented in \([4]\). Therefore, we know from \([4]\) that these rates are sum-rate optimal.

In our strategy we use \( a = (1, 1) \) and \( b = (0, 1) \). For our choice of the rates, it follows from Theorem 1 that these equations can be decoded if \( \beta_1 = 1 \) and \( \beta'_2 \leq \beta_2 \leq \beta''_2 \), or equivalently \( A \geq 3/4 \), where

\[
\beta'_2(h_1, h_2) = \frac{2h_1h_2P + S - \sqrt{SD}}{2(1 + h_1^2P)}, \quad \beta''_2(h_1, h_2) = \frac{2h_1h_2P + S + \sqrt{SD}}{2(1 + h_1^2P)},
\]

\[
S = \sqrt{1 + h_1^2P + h_2^2P}, \quad D = 4h_1h_2P - 3S.
\]

The following theorem provides the value of \( \beta_2 \) that is used by our strategy.
Theorem 2. Let $\beta^*$ be a positive real variable and $0 < u < v$ be arbitrary constants. If $u \leq h_1 \leq v$ and for every values of $h_1$,
\[ \sqrt{1 + 2h_2^2P} \leq K(a, \beta^*) \leq \frac{1 + h_1^2P + h_2^2P}{\sqrt{1 + 2h_1^2P}} \]  
(14)
and
\[ \sup_{u \leq h_1 \leq v} \beta'_2(h_1, h_2) \leq \beta^* \leq \inf_{u \leq h_1 \leq v} \beta''_2(h_1, h_2), \]  
(15)
where
\[ \beta^* = \beta_2(h_2) = \frac{h_2^2P + \sqrt{(1 + h_2^2P)(\sqrt{1 + 2h_2^2P} - 1)} - h_2^2P}{1 + h_2^2P} \]
and
\[ K(a, \beta^*) = 1 + \beta^*2 + P(h_2 - \beta^*h_1)^2, \]
then Users 1 and 2 can send at rate-pair (11) and receiver can reliably decode $M_1$ and $M_2$. Moreover, this rate pair is adaptive sum-rate optimal.

Proof. We use lattice code combined with a compute-and-forward technique such as [2] and set equation coefficient vectors to be $a = (1, 1)$ and $b = (0, 1)$. User 2 choose $\beta^*$ in $[\beta', \beta'']$ for all values of $h_1$, since $\beta'_2$ and $\beta''_2$ are decreasing function over $h_1$, this condition will be reduced to $\sup_{u \leq h_1 \leq v} \beta'_2(h_1, h_2) \leq \beta^* \leq \inf_{u \leq h_1 \leq v} \beta''_2(h_1, h_2)$. Hence the achievable rate points via lattice code for each values of $h_1$ is
\[ R_1 = r_1(a, \beta^*), \quad R_2 = r_2(b|a, \beta^*). \]  
(16)
For reliable communication, the rate-point (11) should be inside the instantiated achievable rate region given by (16) which makes error probability arbitrarily small, or equivalently
\[ r_1(a, \beta^*) \geq \frac{1}{4} \log (1 + 2h_2^2P), \quad r_2(b|a, \beta^*) \geq \frac{1}{4} \log (1 + 2h_2^2P), \]  
(17)
which leads to the following constraint
\[ \sqrt{1 + 2h_2^2P} \leq K(a, \beta^*) \leq \frac{1 + h_1^2P + h_2^2P}{\sqrt{1 + 2h_1^2P}}. \]  
(18)

Figure 2 illustrates this result. It can be seen that the achievable rate pairs $(r_1(a; \beta_2); r_2(b|a; \beta_2))$ lies on the dominant area of the capacity region. Figure 3, shows the acceptable region in terms of $h_1^2P$ and $h_2^2P$ for $u = 1.2$ and $v = 8$.

5 Proposed Strategy with Outage

The proposed strategy in the previous section is throughput-optimal without outage, but in general tolerating outage leads to higher performance in term of expected throughput [4]. We can modify the constraints given by (14) and (15), in the case that a user has a high channel gain. Since based on the fading distribution (Rayleigh) the probability of having a large channel coefficient is small, the transmitter will take
Achievable rate pairs via lattice codes
Capacity region
Operating point

\[ \beta_2' = 2.42 \]

\[ a = (1, 1), b = (0, 1) \text{ and } h_1 = 0.6, h_2 = 1.2, P = 4 \]

\[ \beta_2' = 1.23 \]

Figure 2: The pentagon dashed plot shows the capacity region of instantiated MAC and the solid plot shows the achievable rate pairs by choosing \( a = (1, 1) \) and \( b = (0, 1) \) by varying \( \beta_2 \in [\beta_2', \beta_2''] \) [2]. User 1 and 2 send their messages at rates corresponding to (11). The plot shows that the operating rate point that is achievable with our scheme as well as the rate point that would be achievable with full CSI (16).

In this case we give more freedom for choosing \( \beta_2 \) as

\[ \beta_2 = \beta_2^* (h_2, h_t) = \frac{h_2 h_t P \pm \sqrt{h_2^2 h_t^2 P - (1 + h_t^2 P) \left( 1 + \frac{h_2^2 P - \frac{1 + h_2^2 + h_t^2 P}{\sqrt{1 + 2h_t^2 P}}}{2} \right)}}{1 + h_t^2 P}. \]  

(20)

In this case we give more freedom for choosing \( \beta_2 \) as

\[ \beta_2 (h_2) = \begin{cases} \beta^*, & \text{for } h_2 \leq h_t, \\ \beta^*_t, & \text{otherwise}. \end{cases} \]  

(21)
Figure 3: The valid region for the proposed strategy. Dashed region is the valid region for (14), the region I corresponds to $A \geq \frac{3}{4}$. Region II corresponds to case that $\beta^* \leq \inf_{u \leq h_1 \leq v} \beta_2(h_1, h_2)$ is satisfied and region III corresponds to $\beta^* \geq \sup_{u \leq h_1 \leq v} \beta_2(h_1, h_2)$.

6 Conclusion

In this work, we have shown that lattice code can achieve the sum capacity of MAC under individual CSIT and identical fading statics across users when (14) and (15) are satisfied. We analyzed this strategy for two-user MAC, and in this strategy the sum capacity can be achieved with a single-user decoder without time sharing or rate splitting. For having larger throughput we consider the case that outage is permitted and find the appropriate choice of scaling coefficient. Figure 3 shows the achievability of our scheme for different values of received SNR. Where receiver can reliably decode both messages at the optimal rate (11).
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Abstract

To accurately match a finite-impulse response (FIR) graph filter to a desired response, high filter orders are generally required leading to a high implementation cost. Autoregressive moving average (ARMA) graph filters can alleviate this problem but their design is more challenging. In this paper, we focus on ARMA graph filter design for a known graph. The fundamental aim of our ARMA design is to create a good match to the desired response but with less coefficients than a FIR filter. Our design methods are inspired by Prony’s method but using proper modifications to fit the design to the graph context. Compared with FIR graph filters, our ARMA graph filters show better results for the same number of coefficients.

1 Introduction

Graph signal processing (GSP) extends classical digital signal processing to signals connected with the topology of a graph [1], [2]. More and more concepts and tools from classical signal processing are transferred to the field of GSP, including the uncertainty principle [3], graph wavelets [4], graph signal classification [5], graph signal recovery [6],[7], and graph signal sampling [8].

Depending on the definition of the graph frequency and the graph Fourier transform (GFT) [1], [2], many different kinds of graph filters have been designed as linear operators acting upon a graph signal. Similar to traditional digital signal processing, graph filters amplify or attenuate the graph signal at different graph frequencies. Graph filters have been used for many signal processing applications [9]. Traditionally, graph filters are expressed as a polynomial in the so-called graph shift matrix (e.g., the adjacency matrix, the graph Laplacian, or any of their modifications), resulting in a so-called finite-impulse response (FIR) graph filter [10], [12]. However, to accurately match some given filter specifications, FIR filters require high filter orders leading to a high implementation cost.

An alternative filter approach is the so-called infinite impulse response (IIR) graph filter [13]. Compared with FIR graph filters, characterized by a polynomial frequency response, IIR graph filters have a rational polynomial response, which brings more flexibility to their design. As such, IIR graph filters have the potential to fit complicated filter specifications with small degrees. As a particular instance of IIR graph filters, autoregressive moving average (ARMA) graph filters have been introduced in [14] [15]. ARMA graph filters were introduced as universal filters that do not depend on the particular topology of the graph, although in this paper we will design them for a particular graph in mind. Note that ARMA graph filters are capable of not only shaping the graph signal in the graph frequency domain, but also in the regular temporal frequency domain, in case the graph signal is time varying [15]. And although our
proposed designs can be used in that context, we will only focus on the graph domain in this paper.

Although ARMA graph filters show great promises, their design is challenging. This paper tries to tackle this issue for known graphs, which means that we only have to match the ARMA graph filter to the desired response in a set of known frequencies. We will present two design procedures, both inspired by Prony’s method. The first design transforms the problem from the graph frequency domain to the coefficient domain (as done in the classical Prony’s method). However, in contrast to the regular time domain, in the graph domain, this transformation is generally not optimal and does not lead to a good solution. Our second design shows that staying in the graph frequency domain preserves the optimality of the solution and also simplifies the problem. We conclude the paper by showing some simulation results for our two ARMA graph filter design procedures based on a known graph. They illustrate that in some cases, the FIR filter can be outperformed for the same number of filter coefficients.

2 FIR Graph Filter

Consider an undirected graph $G = (V, E)$, where $V$ is a set of $N$ nodes and $E$ is the set of edges. We indicate with $M$ the symmetric graph shift matrix, which could be the adjacency matrix, the graph Laplacian or any of their modifications. An eigenvalue decomposition of $M$ leads to $M = U \Lambda U^T$, where $U^T$ is the graph Fourier transform (GFT) matrix and $\Lambda$ is a diagonal matrix with on the diagonal, the graph frequencies $\lambda_n$.

A graph filter $G$ is a linear operator that acts upon a graph signal $x$, leading to the output $y = Gx$. A finite impulse response (FIR) graph filter of order $K$, or $\text{FIR}(K)$ in short, can be expressed as a $K$-th order polynomial in $M$:

$$G = g(M) = \sum_{k=0}^{K} g_k M^k,$$

where $g_k$ are the FIR filter coefficients. This means that $G$ is diagonalizable by the GFT matrix $U^T$, i.e., $U^T G U = g(\Lambda)$, and the filter indeed reshapes the spectrum of the input:

$$\hat{y} = U^T y = U^T G U U^T x = g(\Lambda) \hat{x},$$

where $\hat{x}$ and $\hat{y}$ represent that GFT of the input and output signal, respectively. The frequency response of the filter at frequency $\lambda_n$, $n = 1, 2, \ldots, N$, is thus given by

$$\hat{g}_n = g(\lambda_n) = \sum_{k=0}^{K} g_k \lambda_n^k.$$

Define now the $N \times (K + 1)$ Vandermonde matrix $\Psi_{K+1}$ as the $N \times (K + 1)$ matrix with entries $[\Psi]_{n,k} = \lambda_n^{k-1}$. Then stacking the filter coefficients $g_k$ in the $(K + 1) \times 1$ vector $g$ and the frequency response $\hat{g}_n$ in the $N \times 1$ vector $\hat{g}$, we have

$$\hat{g} = \Psi_{K+1} g.$$

From [11] we know that if the graph is known and if the graph frequencies are distinct, the filter coefficients can be computed as

$$g = \Psi_{K+1}^\dagger \hat{g},$$

220
where $A^\dagger$ is the pseudo-inverse of the matrix $A$.

It is well known (and clear from (3) and (4)) that for a known graph of $N$ nodes with $N$ distinct graph frequencies, a finite impulse response (FIR) graph filter of order $K = N - 1$ can exactly represent any desired response. In that case, the Vandermonde matrix $\Psi_{K+1} = \Psi_N$ is a square invertible matrix. However, for large (i.e., more than 100 nodes) graphs, which are regularly encountered in real applications (e.g., a temperature prediction system containing hundreds of cities), the computation of the FIR filter coefficients could be numerically infeasible because of the ill-conditioning of the related system matrix $\Psi_N$. This issue is usually resolved by reducing the order of the FIR filter below the number of nodes of the graph ($K < N - 1$), at the cost of a reduced accuracy. But for large graphs, this still leads to large FIR filter orders which are costly to implement. In this work, we introduce another approach to resolve these problems of FIR filters.

3 ARMA Graph Filter

In order to achieve a better accuracy with a smaller order filter, we apply an autoregressive moving average (ARMA) filter to the signal living on the known graph $G$. Note that for an ARMA filter, it has been shown [14] that working with a translated version of the normalized graph Laplacian leads to the best stability conditions, but we will make abstraction of this here and simply work with a general shift matrix $M$.

From now on, we also assume that all graph frequencies $\lambda_n$ are distinct.

For an ARMA($P,Q$) graph filter, the graph frequency response at frequency $\lambda_n$, $n = 1, 2, \ldots, N$, can be written as

$$\hat{g}_n = g(\lambda_n) = \frac{\sum_{q=0}^{Q} b_q \lambda_n^q}{1 + \sum_{p=1}^{P} a_p \lambda_n^p}.$$  \hspace{1cm} (5)

For future use, we also define $a = [1, a_1, \ldots, a_p]^T$ and $b = [b_0, b_1, \ldots, b_q]^T$ as the ARMA filter coefficients. Note that because the graph and thus the graph frequencies are known, we can always write $\hat{g}_n$ for all $n = 1, 2, \ldots, N$ as an $(N-1)$-th order polynomial in $\lambda_n$ with fixed coefficients:

$$\hat{g}_n = \sum_{k=0}^{N-1} g_k \lambda_n^k,$$  \hspace{1cm} (6)

or in other words, the ARMA($P,Q$) graph filter can always be written as an FIR($N-1$) graph filter if the graph is known. As before, the FIR filter coefficients $g_k$ can be stacked in the $N \times 1$ vector $\mathbf{g}$ and the frequency response $\hat{g}_n$ in the $N \times 1$ vector $\hat{\mathbf{g}}$. The relation between $\hat{\mathbf{g}}$ and $\mathbf{g}$ is then given by $\hat{\mathbf{g}} = \Psi_N \mathbf{g}$, where $\Psi_N$ is defined as before but with $K$ replaced by $N - 1$.

Now assume that we are given a prescribed frequency response $\hat{h}_n$, which can again be related to a set of $N$ FIR filter coefficients $h_k$ through

$$\hat{h}_n = h(\lambda_n) = \sum_{k=0}^{N-1} h_k \lambda_n^k.$$  \hspace{1cm} (7)

As before, we respectively stack $h_k$ and $\hat{h}_n$ into $\mathbf{h}$ and $\hat{\mathbf{h}}$, which are related by $\hat{\mathbf{h}} = \Psi_N \mathbf{h}$. The problem statement in this work is then to find the ARMA coefficients $a$ and $b$, resulting in a frequency response $\mathbf{g}$ that best represents the desired frequency response $\hat{\mathbf{h}}$. 
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4 ARMA Filter Design

Optimally, we would try to minimize the error between $\hat{g}$, which is parameterized by $a$ and $b$, and $\hat{h}$, or in other words, we would try to solve

$$
\min_{a,b} \sum_{n=1}^{N} \left| \hat{h}_n - \frac{\sum_{q=0}^{Q} b_q \lambda_n^q}{1 + \sum_{p=1}^{P} a_p \lambda_n^p} \right|^2.
$$

(8)

But since that is a difficult problem to solve, as in Prony’s method, we choose to solve the related (yet not equivalent) problem

$$
\min_{a,b} \sum_{n=1}^{N} \left| \hat{h}_n \left( 1 + \sum_{p=1}^{P} a_p \lambda_n^p \right) - \sum_{q=0}^{Q} b_q \lambda_n^q \right|^2.
$$

(9)

Following a similar idea as in Prony’s method, we use (7) to expand $\hat{h}_n$ in (9), resulting in

$$
\min_{a,b} \sum_{n=1}^{N} \left| \sum_{k=0}^{N-1} h_k \lambda_n^k \left( 1 + \sum_{p=1}^{P} a_p \lambda_n^p \right) - \sum_{q=0}^{Q} b_q \lambda_n^q \right|^2.
$$

Using some simple algebra, this can be transformed into the following least squares (LS) problem, written in matrix form as

$$
\min_{a,b} \| \Psi_{N+P} H a - \Psi_{Q+1} b \|^2,
$$

(10)

where $H$ is the $(N + P) \times (P + 1)$ Toeplitz matrix expressed by

$$
H = \begin{bmatrix}
    h_0 & \ldots & 0 \\
    \vdots & \ddots & \vdots \\
    h_{N-1} & \ldots & h_0 \\
    \vdots & \ddots & \vdots \\
    0 & \ldots & h_{N-1}
\end{bmatrix}.
$$

Note that the two terms in this LS problem are nothing more than the frequency response of the concatenation of the filter $h$ and $a$ on the left and the frequency response of the filter $b$ on the right. More specifically, defining $\hat{a} = \Psi_{P+1} a$ and $\hat{b} = \Psi_{Q+1} b$ as the frequency responses of the graph filters $a$ and $b$, we can also write (10) as

$$
\min_{a,b} \| \hat{h} \circ \hat{a} - \hat{b} \|^2,
$$

(11)

where $\circ$ represents the element-wise Hadamard product.

Again, following Prony’s approach, we now try to transform the problem (10) from the frequency domain to the filter coefficient domain. This can be done by observing that the matrices $\Psi_{N+P}$ and $\Psi_{Q+1}$ can both be written as a function of the frequency transformation matrix $\Psi_N$ as

$$
\Psi_{N+P} = \Psi_N [I_N, T], \quad \Psi_{Q+1} = \Psi_N \begin{bmatrix} I_{Q+1} \\ O_{(N-Q-1) \times (Q+1)} \end{bmatrix},
$$
where $T$ is some $N \times P$ transformation matrix that can be computed from the first equation since both $\Psi_N$ and $\Psi_{N+P}$ are known. So defining

$$
\bar{H} = [I_N, T]H, \quad \bar{b} = \begin{bmatrix} I_{Q+1} \\ 0_{(N-Q-1) \times (Q+1)} \end{bmatrix},
$$

we can rewrite (10) as

$$
\min_{\bar{a}, \bar{b}} \| \Psi_N \bar{H} \bar{a} - \Psi_N \bar{b} \|^2, \tag{12}
$$

Multiplying both terms with $\Psi_N^{-1}$ (note that this corresponds to a loss of optimality), we finally transform the problem from the frequency domain to the filter coefficient domain:

$$
\min_{\bar{a}, \bar{b}} \| \bar{H} \bar{a} - \bar{b} \|^2. \tag{13}
$$

Since $\bar{b}$ has $N - Q - 1$ zeros at the bottom, we can use the bottom $N - Q - 1$ equations of (13) to solve for $\bar{a}$. The vector $\bar{b}$ can then be estimated using the top $Q+1$ equations of (13). Alternatively, we can use (12) (or (10)) after plugging in the estimate for $\bar{a}$.

In the time domain, this works well since $\Psi_N$ then simply is the discrete Fourier transform (DFT) matrix, which is well-conditioned and even unitary up to a scale. In the general graph domain, however, $\Psi_N$ can be very badly conditioned, especially for large graphs. So computing the desired filter coefficients $h_k$ (and thus the matrix $H$) as well as the transformation matrix $T$, is numerically infeasible. Moreover, since $\Psi_N$ is generally far from a scaled unitary matrix, the problems (12) and (13) are far from equivalent. Hence, we need to tackle this problem in a different way.

The basic idea is not to expand $\hat{h}_n$ in (9), and to rewrite it in matrix form as

$$
\min_{\bar{a}, \bar{b}} \| [\Psi_{P+1} \circ (\hat{h} \otimes 1_{\times (P+1)})] \bar{a} - \Psi_{Q+1} \bar{b} \|^2, \tag{14}
$$

where $\otimes$ represents the Kronecker product. Then, instead of trying to move from the frequency domain to the filter coefficient domain, in order to exploit the finite order of $\bar{b}$, we simply project out this term using the orthogonal projection matrix

$$
P_{\Psi_{Q+1}}^\perp = I_N - \Psi_{Q+1} \Psi_{Q+1}^\dagger, \tag{15}
$$

which is generally well-conditioned. Staying in the frequency domain not only preserves the optimality of the LS problem, but also simplifies the solution procedure. By multiplying the objective function in (14) with $P_{\Psi_{Q+1}}^\perp$ we obtain the equivalent problem

$$
\min_{\bar{a}} \| P_{\Psi_{Q+1}}^\perp [\Psi_{P+1} \circ (\hat{h} \otimes 1_{\times (P+1)})] \bar{a} \|^2, \tag{16}
$$

which can be used to solve for $\bar{a}$. The vector $\bar{b}$ can be estimated using (14) after plugging in the estimate for $\bar{a}$.

### 5 Numerical evaluation

Similar to [15], for our numerical simulations, we will adopt the translated normalized Laplacian as the symmetric graph shift matrix $M = I - L_n$, where $L_n$ is the normalized graph Laplacian. Due to Sylvester’s matrix theorem, the eigenvalues of $M$ which can be seen as shifted graph frequencies are within (-1,1]. As shown in [15], such a choice
does not change the filtering and improves the stability region of the ARMA filters in case they are implemented as in [14], [15].

The fundamental aim of our ARMA filter design is to create a good match to the desired response, but with less coefficients than an FIR filter with a similar match or to obtain a better match than an FIR filter with the same number of coefficients. For small graphs \((N=20)\), the Vandermonde matrix is well-conditioned. Thence, an FIR filter with order \(N - 1\) can perfectly match any desired response. And also FIR filters with smaller orders work well in that case. In general, we observed that for small graphs, an FIR filter generally outperforms an ARMA filter with the same number of coefficients. However, for larger graphs, this is not always true. To test our ARMA filter design methods, we generate two scenarios with connected graphs by randomly placing (i) 30 nodes and (ii) 100 nodes in a squared area, where two nodes are neighbors if and only if they are close enough to each other (we choose 20% of the maximum distance as the condition for selecting neighbors). We test both design methods. The first one is based on (13), whereas the second one is based on (16).

![Figure 1: ARMA filter design method (13) for a 30-node and 100-node graph.](image1)

![Figure 2: ARMA filter design (16) for a 30-node and 100-node graph.](image2)

In Figure 1, we adopt the first method and show a comparison between the ARMA filter and FIR filter for the same number of coefficients. For a graph with 30 nodes,
an FIR filter (28) is applied for the first step. We choose the order of the FIR filter close to the number of nodes which gives a good performance for this graph. The ARMA filter design starts by fixing a specific order $P \ll N$ and then searching for the $Q$ that leads to the best fit. Only the number of filter orders $Q$ smaller than $K - P$ need to be investigated. The MSE between the desired response and ARMA filter response is used as evaluation index. Given the initial condition $P = 3$, the best performance comes from ARMA (3, 16). For this graph with 30 nodes, the ARMA filter clearly outperforms the FIR filter. The performance comparison of the ARMA filter with the FIR filter for larger graphs (100 nodes) depends on the selection of $P$ and $Q$. Even though the ARMA filter also seems to outperform the FIR filter for 100 nodes, the ARMA filter shows errors. This is due to the fact that the first method loses optimality when we go from the frequency domain to the filter coefficient domain.

In Figure 2, we focus on the second design method (i.e., (16)), which is appropriate for graphs of any size. We apply our second method on the same graphs as before. As for the first method, we pick an order $P \ll N$ and search for $Q$. Then we compare the resulting ARMA design with a FIR filter of order $P + Q$. For the graph with 30 nodes, the ARMA filter almost matches perfectly. For the larger graph of 100 nodes, the performance of the ARMA filter only shows a mismatch around the cutoff frequency. Clearly, this ARMA filter design shows a better performance than the FIR filter design with the same number of coefficients.

The two methods only seem to make sense here if $Q$ is larger than $P$. However, the stability of the ARMA filter (for an implementation according to [14], [15]) depends on the initial $P$ and the construction of the graph. For the same graph, when we change the order $P$, the best performing ARMA filter may lose stability. Also, for different graphs and with the same denominator order $P$ the stability is not guaranteed.

6 Conclusion

In this work, we have considered the design of ARMA graph filters when the graph structure is known. We have seen that Prony’s method cannot be directly applied but needs some proper modifications in the graph context. The proposed ARMA filter design outperforms a same-order FIR filter in large graphs with a relatively small number of filter coefficients. Even though in different scenarios the designed filter leads to stable implementations according to [14], [15], stability is not guaranteed. Future work will be based on stable ARMA filter design.
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Abstract
Randomized gossip (RG) based distributed averaging has been popular for wireless sensor networks (WSNs) in multiple areas. With RG, randomly two adjacent nodes are selected to communicate and exchange information iteratively until consensus is reached. One way to improve the convergence speed of RG is to use greedy gossip with eavesdropping (GGE). Instead of randomly selecting two nodes, GGE selects the two nodes based on the maximum difference between nodes in each iteration. To further increase the convergence speed in terms of transmissions, we present in this paper a synchronous version of the GGE algorithm, called greedy gossip with synchronous communication (GGwSC). The presented algorithm allows multiple node pairs to exchange their values synchronously. Because of the selection criterion of the maximum difference between the values at the nodes, there is at least one node pair with different information, such that the relative error must be reduced after each iteration. The convergence rate in terms of the number of transmissions is demonstrated to be improved compared to GGE. Experimental results validate that the proposed GGwSC is quite effective for the random geometric graph (RGG) as well as for several other special network topologies.

1 Introduction
Distributed signal processing in wireless sensor networks (WSNs) has many operational advantages. For instance, there is no need to have a fusion centre (or host) for facilitating computations, communication and time-synchronization. Positions of the network nodes are not necessarily known a priori, and the network topology might change as nodes join or disappear. For the design of fault-tolerant computation and information exchange algorithms over such WSNs, decentralized randomized gossip (RG) based averaging consensus is attractive, because it does not require any special routing, there is no bottleneck or single point of failure, and it is robust to unreliable and changing wireless network conditions. Moreover, the decentralized RG puts no constraints on the network topology and requires no information about the actual topology.

Since the original RG algorithm was proposed in [1], many derivatives were proposed to improve its convergence rate, and it has been employed into various applications (see e.g., [2] and references therein). Dimakies introduced a geographic gossip [3], which enables information exchange over multiple hops with the assumption that nodes have knowledge of their geographic locations, such that it is a good alternative for the grid network topology. In [4], a synchronous communication process was considered and improvements were made to the synchronous RG of [1] in a speech enhancement context. They allowed multiple node pairs to exchange their current values per iteration synchronously. Other improvements to increase the convergence speed are to use clique-based RG (CbRG) and cluster-based RG (see e.g., [5] and [6]), where cliques or clusters
are used to compress the original graph. Deniz et al presented a greedy gossip with eavesdropping (GGE) to accelerate the convergence [7]. Instead of randomly choosing two nodes, they chose the two nodes to communicate that have the maximum difference between values per iteration. Another more competitive broadcasting based algorithm was proposed in [8], although it cannot guarantee to reach the actual consensus surely.

To further increase the convergence speed in terms of transmissions, we present in this paper a synchronous version of the GGE algorithm, called greedy gossip with synchronous communication (GGwSC). Each time slot is divided into two time scales, one is the time used for node pairs selection, and the other is for the gossip exchange between every node pair. The simultaneous communicating node pairs are chosen recursively. Each time, one node selects the node from its neighbors that has the maximum difference. Then, the additional communicating node pairs are chosen recursively by excluding the node pairs that are already formed. Finally, the chosen node pairs communicate synchronously. Thus, unlike the synchronous gossip in [1] or [4], which performs updates completely at random, the GGwSC, like GGE, makes use of the greedy neighbor selection procedure. Whereas unlike GGE, we also permit multiple node pairs to communicate so as to accelerate the convergence rate. Experiments have demonstrated the effectiveness of the proposed method. The convergence rate in terms of the number of transmissions for random geographic graphs (RGGs) is accelerated compared to the GGE algorithm. Additionally, we also test the improvement on the convergence rate of the proposed method under different conditions in this paper, e.g., different initializations for the nodes and different network topologies.

2 Fundamentals of GGE

To guide the reader, we first give a brief overview of the GGE algorithm presented in [7]. We consider a network of \( N \) nodes and represent network connectivity as a graph, \( G = (V,E) \), with vertices \( V = \{1,2,...,N\} \) and edge set \( E \subset V \times V \) such that \((i,j) \in E\) if and only if nodes \( i \) and \( j \) directly communicate. We assume that communication relationships are symmetric and that the graph is connected. Let \( N_i = \{j : (i,j) \in E\} \) denote the set of neighbors of node \( i \) (excluding \( i \)). Each node in the network has an initial value \( y_i \), and the goal is to use only local information exchanges to arrive at a state where every node knows the average \( \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \).

Each node is initialized with \( x_i(0) = y_i \).

At the \( k \)th iteration of GGE [7], an activated node \( s_k \) is chosen uniformly at random. This can be accomplished using the asynchronous time model, where each node “ticks” according to a Poisson clock with rate \( 1 \). Then, \( s_k \) identifies a neighboring node \( t_k \) satisfying

\[
t_k = \arg \max_{t \in N_j} \left\{ \frac{1}{2} (x_{s_k}(k-1) - x_i(k-1))^2 \right\},
\]

in other words, \( s_k \) identifies a neighbor that currently has the most different value from itself. This choice is possible because each node \( i \) maintains not only its own local variable, \( x_i(k-1) \), but also a copy of the current values at its direct neighbors, \( x_j(k-1) \), for \( j \in N_i \), because of eavesdropping with wireless communications. When \( s_k \) has multiple neighbors whose values are equally (and maximally) different from \( s_k \)’s, it chooses one of these neighbors at random. Then the update is performed by enforcing the average \( \frac{1}{2} (x_{s_k}(k-1) - x_i(k-1)) \) to \( s_k \) and \( t_k \), while all other nodes \( i \notin \{s_k,t_k\} \) hold their values at \( x_i(k) = x_i(k-1) \). Finally, the two nodes, \( s_k \) and \( t_k \), broadcast these new values so that their neighbors have up-to-date information. If the values \( x_i \) on all sensors are stacked as a vector, i.e., \( \mathbf{x}(k) = [x_1(k), x_2(k), ..., x_N(k)]^T \), we can formulate the above update as

\[
\mathbf{x}(k) = U_{GGE}(k)\mathbf{x}(k-1),
\]
where $U_{GGE}(k)$ is an $n \times n$ dimensional update matrix, which is dependent across time. For two communicating nodes $x_{s_k}$ and $x_{t_k}$ at iteration $k$, the update matrix is

$$U_{GGE}(k) = I - \frac{1}{2}(e_{s_k} - e_{t_k})(e_{s_k} - e_{t_k})^T,$$

(3)

where $e_i = [0, ..., 1, 0, ..., 0]^T$ is an $N$-dimensional vector with the $i$th entry equal to 1.

Note that similar to the standard RG, the update matrix is doubly stochastic, which implies $U_{GGE}1 = 1$ and $1^T U_{GGE} = 1^T$ with 1 denoting a vector of all ones.

Given the initial vector of a network $x(0) = [x_1(0), x_2(0), ..., x_N(0)]^T$, the theoretical consensus will be $\tilde{x}_{ave} = 1\tilde{x}(0)/N$. To measure the convergence rate, we use the relative convergence error defined as

$$RE = \frac{\|\tilde{x}(k) - \tilde{x}_{ave}1\|}{\|x(0) - \tilde{x}_{ave}1\|},$$

(4)

such that the iteration can be quitted when $RE \leq \varepsilon$ (or after a fixed amount of iterations).

3 GGwSC

In this section, we will present the proposed GGwSC algorithm based on GGE. As mentioned above, in GGE, a node selects a neighboring node whose state value is most different from its own value. This strategy can indeed accelerate the convergence at the cost of additional communication bandwidth compared to the original gossip algorithm [1], because it has to send (broadcast) the new values (eavesdrop) to all its neighbors. In spite of this, it still has a relatively slow convergence because only two nodes are allowed to exchange their state values at each iteration. In [4], a synchronous randomized gossip (SRG) was proposed for distributed delay and sum beamforming (DDSB) based speech enhancement in WSNs, where each node is permitted to communicate with one of its neighbors randomly at each iteration, such that the state values of multiple nodes are updated after each iteration. Given sufficient communication bandwidth, we combine the idea of GGE and SRG to further accelerate the convergence. Hence for the GGwSC, multiple node pairs can communicate at each iteration. These active node pairs are constrained to be disjoint, and the communicating node pairs are chosen according to $\text{arg max}$ distance vectors.

This newly proposed GGWSC algorithm can generally be described as in Algorithm 1. For the practical realization, there are several points worthy to be noted:

- Given $N$ (even) nodes, the desired case is that $N/2$ node pairs are chosen synchronously by the $\text{SelectNodePair}$ function at each iteration. This would be most efficient. However, this will not always happen. For example, at $k$th iteration, when the node $s_k$ is randomly activated, but all of its neighbors are selected already (i.e., $N_{s_k} = \emptyset$), $s_k$ has a bye (i.e., $x_{s_k} = x_{s_k-1}$) and needs to wait for the next iteration $k + 1$.

- For the $k$th iteration, the update matrix $U_{GGEwSC}(k)$ is a manifold stochastic process approximately, that is, $U_{GGEwSC}(k) = \prod_{(s_k,t_k) \in V} U_{GGE}(s_k,t_k)(k)$.

- Note that for a communicating node pair, two transmissions are required during an iteration, e.g., $s_k$ computes the average, such that $s_k$ broadcasts it to its neighbors, and $t_k$ also needs to broadcast the received average from $s_k$ to its neighbors.
Algorithm 1: GGwSC

Input: $x(0) = [x_1(0), x_2(0), ..., x_N(0)]^T$, $G = (V, E)$

1. while $RE > \varepsilon$ do
2. function SelectNodePair($G$)
3.     $s_k = N \times \text{rand};$
4.     $t_k \in \arg \max_{t \in N_{s_k}} \left\{ \frac{1}{2}(x_{s_k}(k-1) - x_t(k-1))^2 \right\};$
5.     updating topology by excluding $\{s_k, t_k\}$ to $G' = (V', E')$;
6.     if $(V' \neq \emptyset)$ SelectNodePair($G'$);
7.     else break;
8. end function
9. $U_{GGE}(k) = I - (e_{s_k} - e_{t_k})(e_{s_k} - e_{t_k})^T / 2;$
10. $U_{GGwSC}(k) = \prod_{\{s_k, t_k\} \in V} U_{GGE}(k);$  
11. $x(k) = U_{GGwSC}(k)x(k - 1);$  
12. end  
13. return $x(k)$

3.1 Convergence Rate: GGwSC versus GGE

In the following, we investigate the convergence rate in terms of the underlying communication topology. The convergence rate for gossip algorithms [1] is typically defined in terms of the $\varepsilon$-averaging time

$$T_{\text{ave}}(\varepsilon) = \sup_{x(0) \neq 0} \inf \left\{ k : \Pr\left( \frac{\|\bar{x}(k) - \bar{x}_{\text{ave}}1\|}{\|x(0) - \bar{x}_{\text{ave}}1\|} > \varepsilon \right) \leq \varepsilon \right\}. \quad (5)$$

The averaging time $T_{\text{ave}}(\varepsilon, Pr)$ is bounded by the second largest eigenvalue of the expected value of the update matrix $E[U_{GGwSC}]$, that is [1]

$$\frac{0.5 \log \varepsilon^{-1}}{\log \lambda_2(E[U_{GGwSC}])^{-1}} \leq T_{\text{ave}}(\varepsilon, Pr) \leq \frac{3 \log \varepsilon^{-1}}{\log \lambda_2(E[U_{GGwSC}])^{-1}}. \quad (6)$$

Although this bound is suitable for the GGwSC as well, it is hard to relate it as a homogeneous Markov chain, and $T_{\text{ave}}(\varepsilon, Pr)$ is difficult to calculate as a function of $\lambda_2(E[U_{GGwSC}])$, because $E[U_{GGwSC}]$ depends on the network topology. Therefore, we use here an alternative bound to investigate the convergence rate, which is based on results from [7]. Given a graph $G = (V, E)$, we will have

$$E[\|\bar{x}(k) - \bar{x}_{\text{ave}}1\|^2] \leq A(G)^k \|x(0) - \bar{x}_{\text{ave}}1\|^2, \quad (7)$$

where $A(G)$ is the graph-dependent constant defined as

$$A(G) = \max_{x \neq \bar{x}_{\text{ave}}1} \frac{1}{N} \sum_{s=1}^{N} \left( 1 - \frac{\|g_s(k)\|^2}{4\|\bar{x} - \bar{x}_{\text{ave}}1\|^2} \right), \quad (8)$$

where $g(k)$ is the subgradient function defined in [7]. Indeed, $A(G)$ is equivalent to $\lambda_2(E[U_{GGwSC}])$ functionally. Obviously, the smaller of $A(G)$, the faster of the convergence rate. For the $k$th iteration of GGwSC, there is at least one node pair $(s_k, t_k)$ communicating synchronously, such that $g(k)$ has more than two elements unequal
to 0. Yet for the GGE algorithm, one node pair \((s_k, t_k)\) is allowed to communicate per iteration, such that there are only two elements of the subgradient function unequal to 0. Therefore, we have the relationship between the subgradient functions, as 

\[ \|g_{GGwSC}(k)\|^2 \geq \|g_{GGE}(k)\|^2, \]

which leads to

\[ A_{GGwSC}(G)^k \leq A_{GGE}(G)^k, \]

with equality if and only if only one node pair gossips per iteration. Consequently, we have demonstrated theoretically that GGwSC converges faster than GGE.

## 4 Performance Analysis

In this section, we present simulations to compare the GGwSC with several state-of-the-art methods, including Boyd’s original RG [1], GGE [7], synchronous gossip [4], CbRG [5] and geographic gossip [3], by observing the convergence rate in terms of transmissions. We also investigate how this is effected by the network topology.

### 4.1 Random Geometric Graph (RGG)

Firstly, in order to observe the general performance of convergence, we place 200 nodes randomly in a \((1 \times 1)\) m enclosure. A Gaussian distribution \(N(0, 1)\), is used to initialize the values of \(x(0)\) on each sensor. The maximum number of transmissions is fixed to 20000, and the results are averaged over 100 realizations for the RGG. The transmission radius is set to be \(\sqrt{\log N/N}\), which determines the RGG topology.

![Figure 1: Convergence of relative error of the state-of-the-art methods for the RGG topology with 200 nodes.](image)

Fig. 1(a) shows a typical RGG with 200 nodes, and Fig. 1(b) shows the corresponding convergence behaviours. We can see that our method achieves the fastest convergence rate, and randomized gossip and synchronous gossip are slowest.

### 4.2 Initialization

Secondly, we examine performance for four different initial conditions, \(x(0)\), which are consistent to those in [7], in order to explore the impact of the initial values on the
convergence behaviour. The first two of these cases are a Gaussian bumps field, and a linearly-varying field. For these two cases, the initial value $x(0)$ is determined by sampling these fields at the locations of the nodes. The remaining two initializations consist of the “spike” signal, constructed by setting the value of one random node to 1 and all other node values to 0, and a random initialization where each value is i.i.d. drawn from a Gaussian distribution $\mathcal{N}(0, 1)$ of zero mean and unit variance. The first three of these signals were also used to examine the performance of geographic gossip in [3].

Fig. 2 shows that GGwSC converges to the average at a faster rate asymptotically than the other state-of-the-art methods for all initial conditions. Out of these candidate initializations, the linearly-varying field is the worst case, because it improves the convergence rate least compared to GGE. This is not surprising since the convergence analysis in Section 3.1 suggests that constant differences between neighbors cause both GGwSC and GGE to provide minimal gain.

4.3 Special topologies

Finally, we investigate the influence of the network topologies on the convergence rates. We test three special kinds of topologies, including complete connected, grid, and a star topology. Note that for the grid network topology, the number of nodes must be a square. Some results are shown in Fig. 3 versus the number of transmissions. To this end, we can conclude:
Figure 3: Comparisons of the performance of the state-of-the-art methods for three special network topologies (left: grid; middle: grid, where the number of nodes must be a square, e.g., 196; right: star).

- GGwSC is the most effective gossiping strategy, and it has the fastest convergence rate generally, except for the grid topology. For these grid-structured networks, geographic gossip has the best performance, because it is specified to these kind of networks.

- Although both GGwSC and GGE perform gossiping according to the difference between neighboring nodes, through the synchronous communication strategy the former guarantees that at least one node pair has a value difference per iteration except in the case when the average is reached. That is why GGwSC is faster than GGE in terms of transmissions.

Accordingly, in general the proposed GGwSC algorithm obtains the fastest rate of convergence.

5 Conclusions

In this paper, we proposed a greedy gossip with synchronous communication (GGwSC) as an extension of the GGE algorithm [7] for averaging consensus. The convergence rate of GGwSC was analyzed theoretically as being faster than GGE. The experimental results demonstrated the effectiveness of the proposed method. Additionally, we also tested the performance on the convergence rate of our method under several conditions, e.g., different initializations for the nodes and different network topologies. In general, the proposed GGwSC algorithm obtained the fastest rate of convergence.
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