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Conventional video production fixes the viewpoint to
one of the cameras that capture the scene




Weaknesses of existing solution

Main issues: Restricted camera coverage (cameras on the same side, outside the scene)

Non-smooth transitions between fixed cameras.
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file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/clipprod.avi

What is free viewpoint rendering ?

Camera 1 Camera 2

Free viewpoint
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Model-based rendering [1-4] projects an estimated
3D model on the virtual camera

‘ Reallistic virtual view (accurate 3D model) only
possible with dense camera coverage [5] or far views




Image-based rendering [6] interpolates intermediate
virtual images based on dense matches

I Mnrpl?ed View I

‘ Assumption : one-to-one pixel correspondences [7-8]
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In wide-baseline, several pixels in one basis image
can correspond to one pixel in the other basis view
(foreshortening effect)
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State-of-the-art stereo matching [9-11] makes
the assumption of one-to-one correspondences




Also, because there is no correspondence in the
occluded areas, the virtual view has important holes

Filling the holes is an ill-posed problem and can
lead to unrealistic virtual views
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2) Add prior
information on
the virtual
views to
disambiguate
the matching

\ Shape
priors

Right view

Left view

Foreground extraction
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What is an epipolar line segment ?

* New (and simple) image representation that describes the

 Geometric constraints between the calibrated cameras




Advantages of epipolar line segments ?

Model the
foreshortening effect
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What happens to the epipolar line segments when
the viewpoint changes?

=pipolar
plane

image

Epipolar line segments undergo a 1D
translation and 1D scaling
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View interpolation problem :

Given two epipolar sequences
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View interpolation problem :

Given two eplpolar sequences, reconstruct the =PI
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Due to occlusions, EPI reconstruction is an ill-posed
problem
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We propose to regularize the reconstruction so that
the silhouettes of the reconstructed object tends to

belong to the object's manifold.
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Imagine we have a prior knowledge about the
epipolar line segments In the intermediate views...
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Constrain (regularize) the possible
transformations of the epipolar line segments 16




Instead of determining the segments’

transformations, we estimate the displacement of
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Step 1 : Indentify, in the basis views, the matched
epipolar borders and the occluded ones
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Solved by dynamic programming (Needleman
and Wunsch algorithm [14])




Step 2 : Based on the matched epipolar borders,
determine the prior borders that are occluded
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Step 3 : Estimate the trajectories of the occluded
borders

occluded prior borders
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Apply RANSAC sequentially on borders with
the same foreground/background transition -



Sequential RANSAC [15]
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These steps enables to estimate the how epipolar
line segments transform in-between the views

Estimated 2D light field
0 1 o /1 | o basedon prior

Virtual viewpoint a
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Defining shape priors in the intermediate views

1) Learn a low-dimensional space representative of the shape of
the analyzed object

2) Project the shapes of the basis views onto the low-
dimensional space

3) Interpolate the prior intermediate shapes in this low-
dimensional latent space and project them back onto the
(high-dimensionality) shape space
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Learn a low-dimensional space representative of the

shape of the analyzed object

* Description of a given shape of an object based on Elliptic
Fourier shape Descriptors (EFD) [16]

* Learn the latent space of the object by non-linear
dimensionality reduction (by GPLVM [17]) of the EFD of
multiple object's occurences

el
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file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/Hand_original.mp4
file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/Hand_latent_space.avi

Interpolate [18] the prior intermediate shapes in this
low-dimensional latent space and project them back




Interpolate [18] the prior intermediate (virtual)
shapes in this low-dimensional latent space and
project them back
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Result based on Zitnick et al., SIGGRAPH'04 [11]



file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/Layered_representation_cam07_frame30.avi

Dynamic programming [14] on epipolar foreground
segments



file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/DP_on_segments_cam07_frame30.avi

Proposed method (50 harmonics for EFD and 6
intermediate priors to regularize the matching)



file:///home/cverleysen/PhD/Presentations/ISPS/View_interpolation_shape_prior/Videos/Constraigned_many_to_many_matching_on_segments_cam07_frame30.avi

Proposed method (50 harmonics for EFD and 6
intermediate priors to regularize the matching)

- “29 =8
f’%” r%’ r%? 155‘? d
{ { { {
»° A° A A N
L.\ o { Al af N1
i " ' i '
=10 = 0:2b a = 0.5 a = 0.75 =1

30



Conclusion

* Free viewpoint rendering enables to virtually navigate across a
scene

* The foreshortening effect, as well as the occlusions, make the
state-of-the-art methods fail in wide-baseline configurations

* We propose to match foreground segments between two very
different viewpoints to tolerate the foreshortening effect

* We propose to add prior information on the intermediate views
to disambiguate the ill-posed matching

* This allows to determine realistic vanishing and appearing
trajectories of occluded parts

* Perspective : regularize based on color segments instead of

foreground segments .
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Thank you very much for your attention...

Questions?






