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This abstract presents a line of research on the analysis of
online optimization algorithms using the Performance Esti-
mation Problem framework.

1 Online Optimization

Online optimization (also known as Online Learning) is a
prominent area of research where the objective is to mini-
mize functions ft (usually convex and L-Lipschitz) received
sequentially over a finite-time horizon t 2 [T ], where ft =
f , 8t 2 [T ] is constant, corresponding to the classical offline
setting. Facing different objective functions at each time-
step can be useful to capture some dynamic problems where
the optimal solution of the problem (e.g. the physic of the
problem) is not fixed once and for all. This kind of problem
arise in many applications such as in Control [4] or in Ma-
chine Learning [2] to mention a few.

A paradigmatic method to solve online optimization is
the so-called Online Gradient Descent (OGD) [3] which up-
dates the current minimizer estimate xt by doing an online
gradient step (i.e. the subgradient ∂ ft(xt) is indexed by the
time) controlled by a step-size strategy ht , and projecting
back onto the convex bounded feasible set W:

xt+1 PW(xt �ht∂ ft(xt)).

Performance metrics are manifold for online optimiza-
tion algorithms, the most widely used is the Static Regret
defined as:

Regret =
T

Â
t=1

ft(xt)�min
u2W

T

Â
t=1

ft(u)

which compares the total cost incurred at each time-step in
the Online scenario with the total cost incurred if the se-
quence of functions was known in advance (offline setting).

The classical aim is to reach a sublinear regret and for a
proper choice of step-sizes, one can show that the regret for
OGD is indeed O(DG

p
T ) [3]. However, the degree of con-

servatism and tightness of online algorithms have not been
completely analyzed in many scenarios, which is important
to evaluate and improve their performance.

2 Performance Estimation Problem

To obtain an accurate performance analysis of online opti-
mization methods, we exploit the Performance Estimation
Problem (PEP) framework [1], which allows computing ex-
act worst-case bound of first-order optimization algorithms.

In principle, a tight performance bound on an algorithm
could be obtained by running it on every single instance,
function, and initial condition allowed by the setting consid-
ered and selecting the worst performance obtained. The PEP
formulates this abstract idea as a real optimization problem
that maximizes the error measure of the algorithm result,
over all possible functions and initial conditions allowed.

In most-cases PEP optimization problems can be cast
into easy to solve Semidefinite Programs (SDP).

3 Contributions and Directions of research

First we show that state-of-the-art upper-bounds on the
Static Regret are not tight. Then, we give a Burer-Monteiro
non-convex PEP formulation returning the lowest dimen-
sional exact worst-case instance for OGD and we demon-
strate experimentally that it is often in 2 dimensions.

Finally, under some mild assumptions and given a fixed
step-size strategy, we propose an analytical formula to build
a worst-case instance with ft being piecewise-linear and giv-
ing the associated tight worst-case bound for OGD. This for-
mula paves the way for building exact worst-case instances
for broader classes of algorithms, such as Online Mirror De-
scent [3].

Looking ahead, we outline several research avenues, in-
cluding Decentralized Online Optimization and the devel-
opment of methods through step-size strategy optimization.
In the first case, we demonstrate, based on numerical ex-
periments, that existing upper bounds on regret are overly
conservative by several orders of magnitude.
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