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Abstract

We study optimal behavior under irreversible pollution risk. Ir-
reversibility comes from the decay rate of pollution sharply dropping
(possibly to zero) above a threshold pollution level. In addition, the
economy can instantaneously move from a reversible to an irreversible
pollution mode, following a Poisson process, the irreversible mode be-
ing an absorbing state. The resulting non-convex optimal pollution
control is therefore piecewise deterministic. First, we are able to char-
acterize analytically and globally the optimal emission policy using
dynamic programming. Second, we prove that for any value of the
Poisson probability, the optimal emission policy leads to more pollu-
tion with the irreversibility risk than without in a neighborhood of the
pollution irreversibility threshold. Third, we find that this local result
does not necessarily hold if actual pollution is far enough from the
irreversibility threshold. Our results enhance the importance of the
avoidability of the latter threshold in the optimal economic behavior
under the irreversibility risk.
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1 Introduction

Climate change has been recently proclamated as the ultimate challenge for
economists, by Nordhaus (2019) in his Nobel lecture, and indeed it’s actually
the ultimate challenge for the whole community of scientists given the depth
and multidimensionality of the problem. Among the inherent topics tackled,
irreversible environmental change is one of hottest nowadays as the ecological
crisis originating in global warming is getting increasingly acute. An already
abundant scientific literature points at unequivocal signals of irreversible cli-
mate change. An example of such a literature is in the growing evidence on
the weakening of the AMOC (Atlantic Meridian Overturning Circulation),
and more specifically on the Gulf stream. See Bonnet et al (2021) on the
former and Dong et al (2019) on the latter for example. The main idea be-
hind irreversibility is that continuous accumulation of pollutants (GHG in
the case of global warming) can at a certain point in time reach a thresh-
old level such that beyond this level, key regulating and vital mechanisms
become permanently partially or totally defective. In the case of climate
change, this translates into an upward destabilizing temperature path.

The economic literature has been concerned by this type of irreversible
pollution for a while. Many highly interesting papers have been published
along this research line, from the 90s essentially. A significant part of these
papers is actually connected to the literature of tipping points in dynamic
systems as in the so-called the shallow lake problem (see Maler (2000) or
Wagener and de Zeeuw (2021) for a more recent example): the emergence
of tipping points in the lake ecosystem dynamics follows small variations
in phosphorus loads, ultimately leading to significant losses in ecosystem
services.1 A key question turns out to (legitimately) be to which extent irre-
versible environmental changes can be avoided. In a seminal paper, Tahvonen
and Withagen (1996) have demonstrated in a quite general convex-concave
optimal pollution control problem that avoiding the threat of irreversible
pollution thresholds is not granted. In their model, irreversibility occurs
if pollution reaches a critical level above which the decay rate of pollution
drops permanently to zero. Tahvonen and Withagen (TW hereafter) prove
that even a benevolent central planner cannot always avoid crossing the criti-
cal pollution level, which formulated into a game-theoretic frame means that

1The irreversible pollution literature also significantly intersects with the broader
stream on regime shifts, see Boucekkine et al. (2013) for an application including regime
shifts of the irreversible pollution type.
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even full cooperation among players cannot always prevent this unpleasant
outcome (see the dynamic game extension of TW in Boucekkine et al, 2023).
Moreover, even though optimal maintenance/abatement are introduced for
pollution control, optimal paths with irreversible pollution paths may still
emerge under some non-extreme parametric conditions (Prieur, 2009).

Another aspect appears to be potentially important for the ultimate im-
pact of irreversible pollution: uncertainty. Indeed, uncertainty surrounding
this event can have multiple sources, the most obvious being that the in-
herent irreversibility threshold levels are not known with certainty. This is
crystal clear if one explores, for example, the hottest science literature on the
AMOC expected collapse: for Ditlevsen and Ditlevsen (2023), this may occur
between 2025 and 2095. Of course, uncertainty is not only on the level of
the irreversibility thresholds (resulting in the poor accuracy of the dating of
the regime shift) but it also bears on the extent of damages caused when the
irreversibility thresholds are reached. The literature is quite diverse in this
respect, we summarize here below very briefly some of the essential avenues
taken.

There is indeed a strong research line which associates irreversibility lev-
els crossing with catastrophic damage, therefore entailing a catastrophic risk
component. Clarke and Reed (1994) and Tsur and Zemel (1998) are two
salient representatives of this research. In the former, the value function
associated with the underlying optimal control problem is zero at the thresh-
old irreversibility level while it is minus infinity in the latter. This goes
with the idea that as the irreversibility levels are reached, this will come
with catastrophic events (such as extreme climate consequences). It’s un-
clear whether these scenarios are the most relevant. Alternatively one could
assume that reaching the irreversible regime will produce a permanent sharp
drop in the value function, not necessarily to minus infinity (see for example,
Le Kama et al., 2014, within a different theoretical framework that however
keeps some analogies with TW).2 This is also somehow consistent with the
view implicit in the related hard science publications mentioned above that
catastrophic damage will not necessarily occur immediately after crossing
the irreversibility thresholds but may well materialize according to a more
progressive process.

2Many other insightful stochastic models with irreversibility or related features (such
as tipping points or regime shifts problems) can be found in the economic literature. See in
particular Bretschger and Vinagradova (2019), Diekert (2017) or Ren and Polasky (2014).
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Putting technicalities apart, the essential issue tackled in this literature
is whether the irreversibility risk with the associated sharp drop in envi-
ronmental quality, be it catastrophic or not, will induce more conservative
or more aggressive behavior, for example in terms of pollutants emissions.
Intuitively, one would think that subject to the irreversibility risk, the eco-
nomic agents would prefer to behave in a more conservative way and pollute
less. Indeed, a key point is whether the irreversibility risk depends or not
on pollution. In the catastrophic risk model studied by Clarke and Reed
(1994), where the catastrophic event nullified the value function, pollution
and consumption are bigger at the steady state equilibrium in presence of
the irreversibility risk than without if the latter does not depend of the pol-
lution stock. On the contrary, if the risk is strongly enough increasing with
the pollution stock, optimal behavior is more conservative and one gets lower
pollution and consumption at the steady state in the presence of risk. Of
course, mere dependence of the risk on pollution is not enough to generate
the conservative behavior under the irreversibility risk. As excellently ex-
plained in Clarke and Reed, “...The rationale for these results hinges on the
distinction between ’avoidable’ and ’unavoidable’ risk”. (page 1009). The
same rationale is at work in many of the related papers, including Tsur and
Zemel (1998), van der Ploeg (2014) or Le Kama et al. (2014) cited above. 3

A remarkable feature of this literature stream is that the sensitivity anal-
ysis with respect to the presence/absence of the irreversibility risk is per-
formed at the respective steady state equilibria. In the case of Clarke and
Reed (1994) or Tsur and Zemel (1998), tractability issues can be invoked to
justify such an exclusive long-term focus. However, a probably equally im-
portant question is how contemporaneous or short-term optimal behavior is
shaped by the irreversibility risk. Said differently, it might be equally rel-
evant to explore optimal behaviour at any given level of pollution
in the presence or absence of the latter risk even if (and especially
if) the event does not occur to use the terminology of the related liter-
ature (i.e. even if the bad shock does not occur). In this paper, we propose
a global analytical approach to the problem which does allow to respond the
latter questions. To this end, we consider a piecewise deterministic extension
of the TW model: the model has two modes, a reversible vs an irreversible

3One can find a similar discussion in the context of optimal management of renewable
resources under the risk of regime shift in Ren and Polasky (2014). See Diekert (2017) for
a game-theoretic extension in the same context.
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pollution mode, and the probability to move from the former to the latter
is a Poisson process, the irreversible mode being an absorbing state. The
objective function is standard, increasing in consumption/production (and
ultimately, in emissions) and decreasing in the stock of pollution. More im-
portantly, the law of motion of pollution is of the hard irreversibility type
as in TW, the pollution decay rate drops to, possibly, zero above a certain
pollution level, featuring a non-convex problem, which makes it nontrivial to
solve (see again the original paper of Tahvonen and Withagen, 1996).

To deal properly with this non-convexity, we apply a dynamic program-
ming approach as in the deterministic problem studied in Boucekkine et al.
(2023). We partly rely on Dockner et al. (2000) to deal with the stochastic
extension examined here. Specifying a linear-quadratic objective function
additionally permits the derivation of a comprehensive analytical character-
ization of the optimal policy paths (i.e, that’s the paths representing the
optimal emission policy as a function of the state variable, the stock of pol-
lution). This in turn allows to tackle the main research question and deeply
explore the contemporaneous or short-term optimal behavior in terms of the
irreversibility risk. In particular, we prove a couple of new results. One
is local: for any value of the Poisson transition probability, optimal emis-
sion policy is more aggressive with the irreversibility risk than without in a
neighborhood of the pollution irreversibility threshold. This is not so coun-
terintuitive if one keeps in mind the rationale outlined by Clarke and Reed
(1994) in their analysis: the ’avoidability’ of the irreversible regime argu-
ment. Thanks to our global solution, we are also able to conduct the same
exercise at any level of pollution and at any value of the Poisson probabil-
ity. As we will see, the local result showcased above does no longer hold in
several parametric cases when the pollution level is far enough from the irre-
versibility threshold. Incidentally and in contrast to previous work along this
line of research, we are also able to study how the optimal policy changes
for different level of risks, corresponding to different values of the Poisson
probability. This significantly enriches the analysis.

The rest of the paper is organized as following. Section 2 describes the
piecewise-deterministic version of the TW model we solve. Section 3 high-
lights an important preliminary results on the impact of uncertainty on opti-
mal emissions in the neighborhood of the irreversibility pollution threshold.
Section 4 provides with the global solution to our optimal control problem
and establishes a general characterization of irreversibility thresholds reach-
ability conditions for given risk (as captured by the Poisson arrival rate).
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Section 5 uses the global solution of Section 4 to study “globally” the impact
of uncertainty on optimal emission, in particular when actual pollution is far
from the irreversibility thresholds. Section 6 concludes.

2 The model

Following Tahvonen and Withagen (1996), we investigate a situation where
the decision maker faces irreversible pollution accumulation. For simplic-
ity, the pollution emission, y(t), is used to measure the output level. The
objective of the decision maker is to maximize social welfare:

max
y(·)

W =

∫ +∞

0

(U(y)−D(z))e−rtdt, (1)

where r is time preference, z(t) is accumulated pollution, U(y) is the util-
ity from enjoying final output generated with pollution y(t), and D(z) is
the damage function due to the aggregate pollution stock z. For analytical
tractability, we take linear-quadratic functional forms :

U (y) = ay − y2

2
, D (z) =

cz2

2
. (2)

Pollution stock z(t) may decay at rate δ(z). However, the decay rate
drops irreversibly to zero as z (t) reaches a threshold value z̄. After the drop,
no decay is possible. In other words, the pollution accumulation is given by
the following:

ż =

{
y − δ(z) if z < z̄,
y if z ≥ z̄,

, z(0) = z0 given. (3)

In addition, while z (t) has not reached z̄ the decay can still drop to zero due
an exogenous shock such as a major ecological accident or a climate singular-
ity bringing the economy instantaneously to the irreversible pollution regime.
Quite naturally, we model this occurrence as a piecewise deterministic pro-
cess (see Davis, 1984, or Dockner et al., 2000): there are two modes, with
and without pollution decay, denoted by m = 1, the reversible regime, and
0, the irreversible regime, respectively. The jump from mode 1 to 0 occurs
at the constant rate

λ = lim
∆t→0

1

∆t
Pr {m (t+∆t) = 0|m (t) = 1} .
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In other words, the probability of the mode change during the interval (t, t+
∆t], given that the mode at t is 1, is proportional to ∆t, that is, the arrival
of the irreversible regime follows Poisson process with intensity parameter
λ ≥ 0. Obviously, when λ = 0, no regime change happens as long as z (t) < z̄.

Before handling the optimization part of our piecewise-deterministic prob-
lem, it’s worth comparing with the stochastic specifications adopted in the
related literature. The closest works to ours are Clarke and Reed (1994),
Tsur and Zemel (1998), and to a lower extent, Le Kama et al (2014), which
mainly builds on Tsur and Zemel for their stochastic specifications. In Clarke
and Reed, the hazard rate, corresponding to the Poisson probability in our
setting, depends on the contemporaneous level of pollution while it’s taken
constant in our fully dynamic approach for analytical tractability. Another
common characteristic with the latter work is the fact that the irreversible
pollution mode is absorbing, no more jumps are supposed to happen after
this mode is reached. Of course, as outlined in Tsur and Zemel (1998) and
as also transparent in the environmental literature of tipping points (de-
scribed in the Introduction), this need not be the case. Of course, one can
be interested in other empirical and theoretical contexts requiring further
adjustments. For example, hazard rates may also depend on the history of
pollution accumulation in additon to its contemporaneous trend (see also
Tsur and Zemel, 1998).

Here, we basically study a problem similar to Clarke and Reed’s with
the simplifying assumption of a constant hazard rate in order to derive the
full dynamic implications of the model analytically. This is enough to make
analytically our point on the crucial importance of the avoidability of the
irreversibile regime (as captured by the distance of actual pollution to the
irreversibility threshold) in the shape of optimal economic behavior under
risk. This does not mean that the dependence of the hazard rates upon
pollution is not a relevant feature of the irreversibility problem,4 it simply
renders analytical study outside the steady states roughly unfeasible. Indeed,
as outlined in the Introduction, we solve for the global dynamics, which will
allow us to highlight new relevant aspects of the problem. As often, dynamic
programming is the natural candidate to conduct a global analysis, especially

4In a study of optimal carbon tax framework while considering the probability of irre-
versible regime switches, van der Ploeg (2014) provides different scenarios under different
hazard rates, which includes the precautions behavior before the tipping point, the so-
called ‘raising the stakes effect.
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when the problem is non-convex as ours. We use this method here taking
advantage of the piecewise-deterministic nature of the underlying process.

Indeed, along with the piecewise-deterministic stochastics of our model,
the planner’s optimal control problem can be decomposed into (connected)
two sub-problems, or using a more proper terminology, into Periods I and
II, corresponding to modes (or regimes) 1 and 0, respectively. Precisely, the
per-Period state dynamics are given by:

Period I: t < T , where T is the time of mode switching (either by spon-
taneous jump or as z (t) reaches z̄). During this period the state is governed
by

ż = y − δ(z) for 0 < t < T ; z(0) = z0, (4)

Period II: t ≥ T . During this period the state is governed by

ż = y for t > T ; z(T ) = z
(
T−) . (5)

We now get to the optimization part (dynamic programming).

Optimal control of the piecewise deterministic process The opti-
mal control of a piecewise deterministic process is far from a new topic in
optimization theory as outlined above. Here, we mostly rely on the dynamic
programming approach developed in Dockner et al (2000). Let Vm (z) denote
the value function in mode m for m = 0, 1.

In mode 0 there is no possibility of mode change. The optimal control
problem is determined by the system dynamic equation (5) and utility and
damage functions U (y) and D (z). The usual dynamic programming method
leads to the HJB equation

rV0 (z) = max
y≥0

{U (y)−D (z) + V ′
0 (z) y} = max

y≥0
{U (y) + yV ′

0 (z)} −D (z) .

Since mode 0 is an absorbing state, the HJB above is the standard de-
terministic one which only depends on the value function V0(z). This is not
the case in mode 1.

Indeed in mode 1, there is a probability that the mode changes at a given
Poisson probability λ. Accordingly, the corresponding HJB equation should
be written as (see Theorem 8.1 in Dockner et al. 2000)
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rV1 (z) = max
y≥0

{U (y)−D (z) + V ′
1 (z) [y − δ (z)] + λ [V0 (z)− V1 (z)]} .

A new term emerges compared to mode 0: the change in value induced
by a possible Poisson jump to mode 1 enters the HJB as λ [(V0 (z)− V1 (z))],
which is nonzero as long as the jump risk is nonzero (λ > 0). Notice that
this mode HJB now includes the two value functions Vm(z), m = 0, 1, which
features the intertemporal (or inter-period) nature of the problem. The HJB
above can be rewritten into a more practical form:

(r + λ)V1 (z) = max
y≥0

{U (y) + yV ′
1 (z)} − δ (z)V ′

1 (z)−D (z) + λV0 (z) .

Obviously, r + λ plays the role of an effective discount rate.

HJB equations in final form We now use the precise functional specifica-
tions given in the beginning of this Section, to write down the HJB equations
into the final forms we will handle in our analytical part. Using (2), we find

max
y≥0

{U (y) + yV ′
0 (z)} = max

y≥0

{
ay − y2

2
+ yV ′

m (z)

}
=

{
(a+ V ′

m (z)) /2 if a+ V ′
m (z) > 0,

0 if a+ V ′
m (z) ≤ 0,

for m = 0, 1. Therefore, the HJB equations take the form

2rV0 (z) =

{
(a+ V ′

0 (z))
2 − cz2 if a+ V ′

0 (z) ≥ 0,
−cz2 if a+ V ′

0 (z) < 0,
for z > 0, (6)

and

2 (r + λ)V1 (z) =

 (a+ V ′
1 (z))

2 − 2δ (z)V ′
1 (z)

−cz2 + 2λV0 (z)
if a+ V ′

1 (z) ≥ 0,

−2δ (z)V ′
1 (z)− cz2 + 2λV0 (z) if a+ V ′

1 (z) < 0,
(7)

for 0 < z < z̄. Note that for z ≥ z̄ there is no Mode 1. Hence, V1 (z) = V0 (z)
for z ≥ z̄. In particular,

V1 (z̄) = V0 (z̄) . (8)
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Note that in any mode the emission rate y∗m that maximizes U (y) + yV ′
m (z)

is
y∗m (z) = max {a+ V ′

m (z) , 0} for m = 0, 1. (9)

The corresponding net pollution emission rates (“pollution rates” thereafter)
are

f0 (z) = y∗0 (z) , f1 (z) = y∗1 (z)− δ (z) . (10)

3 Optimal behavior under irreversibility risk:

A local result

In this section, we establish one of two main results of this paper: we will show
that for any level of uncertainty, that’s for any value of λ, optimal (polluting)
behaviour is less conservative under the irreversibility risk (λ > 0) than
without (λ = 0) for an actual pollution level close enough to the threshold
level, z̄. More concretely, we examine how the irreversibility risk affects
f1 (z), the pollution rate in Period I compared to fd

1 (z) which denotes the
optimal pollution rate in Mode 1 with λ = 0. The result is first obtained
for z = z̄) (Proposition 2), then a more general (local) result is generated
around z̄ (Proposition 3).

To establish these properties, a careful analysis of the HJB equations and
a few intermediate results are needed. We develop some of the essential steps
in this Section for transparency, the heaviest mathematical developments are
reported in the Appendix. We first derive the value function and the pollution
rate in Mode 0 which is needed in this section.

3.1 Value function and emission rate in Mode 0

We first find the value function, V0 (z), using (6).
Note that the right-hand side of (6) is piecewise quadratic in z and V ′

0 .
We seek the solution V0 to be piecewise quadratic. By (6),

V0 (z) = −cz2

2r
if a+ V ′

0 (z) < 0.

Since V ′
0 (z) = −cz/r, it follows that a+ V ′

0 (z) < 0 if and only if

z >
ar

c
= z̄0.
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It can be seen from (5) and (9) that z̄0 is the steady state in mode 0. This
steady state z̄0 will play a role in our results here below, especially in the
analysis of global and local behavior in Section 4. Notice it has a simple and
economically meaningful structure: it’s proportional to productivity (param-
eter a) and inversely proportional to the pollution cost (parameter c), the
proportionality factor being the discount rate, r: the larger this factor, the
bigger the impact of productivity and pollution cost on z̄0.

For z ≤ z̄0 we assume

V0 (z) =
A0

2
z2 +B0z + C0.

Substituting the right-hand side into (6) and comparing coefficients, we find

rA0 = A2
0 − c, rB0 = A0 (B0 + a) , 2rC0 = (B0 + a)2 . (11)

The quadratic equation for A0 has two roots, one negative and the other
positive. We use the negative one since V0 is decreasing and concave. Thus

A0 =
r −

√
r2 + 4c

2
≡ h0 (12)

and consequently,

B0 =
h0a

r − h0

, C0 =
(B0 + a)2

2r
. (13)

As a result,

a+ V ′
0 (z) = h0z +

h0a

r − h0

+ a = h0z +
ar

r − h0

.

Using (12) we find
ar

h0 (h0 − r)
=

ar

c
≡ z̄0. (14)

Hence,

V ′
0 (z) + a = h0

(
z − ar

c

)
= h0 (z − z̄0) .

Since h0 < 0, the above quantity is positive if and only if z < z̄0. Hence

V0 (z) =

{
1
2r

[
h2
0 (z − z̄0)

2 − cz2
]

for z ≤ z̄0,
− c

2r
z2 for z > z̄0.

(15)
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By differentiation,

V ′
0 =

{
1
r
[h2

0 (z − z̄0)− cz] for z ≤ z̄0,
− c

r
z for z > z̄0.

By the definitions of h0 and z̄0 in (12) and (14), respectively, one can derive

1

r

[
h2
0 − c

]
= h0,

c

r
z̄0 = a.

Hence,

V ′
0 (z) =

1

r

[
h2
0 (z − z̄0)− c (z − z̄0)

]
− c

r
z̄0 = h0 (z − z̄0)− a

for z < z̄0. It follows that

f0 (z) = max {a+ V ′
0 (z) , 0} =

{
h0 (z − z̄0) if z ≤ z̄0,
0 if z > z̄0

(16)

The computations above allow to obtain the following result, which is
instrumental in the derivation of the main properties of this Section.

Proposition 1 The pollution rate in Mode 0 never exceeds a. i.e., 0 ≤
f0 (z) < a for all z ≥ 0.

In short, production (and consumption) are strictly bounded by the pro-
ductivity level of the economy, a. This might seem as an automatic impli-
cation of the linear-quadratic utility function, it’s not. It depends primarily
on the structure of our problem. Since h0 < 0, by (12)

0 ≤ f0 (z) ≤ −h0z̄0.

By the definitions of h0 and z̄0 in (12) and (14),

−h0z̄0 =

√
r2 + 4c− r

2

ar

c
=

2ra√
r2 + 4c+ r

< a.

We next derive the pollution rates f1 and fd
1 in Mode 1, which is definitely

much more complicated.
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3.2 Pollution rates in Mode 1

We first derive the rates at the threshold level, z̄. There are two cases, either
z̄ < z̄0 or z̄ ≥ z̄0. In the first case, recall that the transition condition at z̄ is
the continuity of the value functions given by (8). Using (7) and (8) we find,

2rV0 (z̄) + cz̄2 = y∗1 (z̄)
2 − 2δ (z̄) [y∗1 (z̄)− a]

= [y∗1 (z̄)− δ (z̄)]2 − [δ (z̄)− a]2 + a2

= f1 (z̄)
2 − [δ (z̄)− a]2 + a2.

(17)

Thus

f1 (z̄) =

√
2rV0 (z̄) + cz̄2 + [δ (z̄)− a]2 − a2.

We show that
2rV0 (z̄) + cz̄2 = f0 (z̄)

2 . (18)

By (16) and (6), f0 (z̄) > 0 and

f0 (z̄)
2 = [V ′

0 (z̄) + a]
2
= 2rV0 (z̄) + cz̄2.

thus, (18) is true. This proves that

f1 (z̄) =

√
f0 (z̄)

2 + [δ (z̄)− a]2 − a2. (19)

This equation holds for any λ ≥ 0.
In the latter case where z̄ ≥ z̄0, f0 (z̄) = 0. By (7) and (8),

(a+ V ′
1 (z̄))

2 − 2δ (z̄)V ′
1 (z̄) = 0

if a+ V ′
1 (z̄) > 0. The above quadratic equation has the positive solution

a+ V ′
1 (z̄) = δ (z̄) +

√
[δ (z̄)− a]2 − a2.

Hence,

f1 (z̄) =

√
[δ (z̄)− a]2 − a2

if a+ V ′
1 (z̄) > 0. If a+ V ′

1 (z̄) ≤ 0, by (10), f1 (z̄) = −δ (z̄).
We first prove this preliminary important property.

13



Proposition 2 Suppose

z̄ < z̄0, δ (z̄) < a−
√

a2 − f0 (z̄)
2. (20)

Then f1 (z̄) is given by (19) and satisfies

0 < f1 (z̄) = fd
1 (z̄) ≤ f0 (z̄)− δ (z̄) for any λ > 0. (21)

Furthermore, the inequality is strict if and only if δ (z̄) > 0.

The proof requires some tedious algebra, it’s given in the Appendix. At
the irreversibility threshold z̄, the jump has already occurred and therefore:
f1 (z̄) = fd

1 (z̄). More interestingly, in case the decay drop at z̄ is maximal,
net emissions are necessarily discontinuous at the threshold, with an upward
jump to the latter emission after the switch to the irreversible regime. In
general whatever the drop in the decay rate at z̄, the emissions are non-
decreasing at this threshold which is a reasonable outcome. Notice that
the case covered by Proposition 2 stipulates that z̄ < z̄0 which holds true
for productivity large enough and/or for a small enough pollution cost by
definition of z̄0. In the next section, we shall see that the condition z̄ < z̄0 is
indeed key for reachability of the irreversibility threshold for given risk, λ.

We next show one of the main results of this paper, the impact of the irre-
versibility risk on the polluting behavior in the neighborhood of the threshold
z̄.

Proposition 3 Suppose (20) holds. Suppose also that

δ′ (z̄) f0 (z̄)
[
a2 − f0 (z̄)

2]+ 4a2δ (z̄) (r − h0) ≤ 0. (22)

Then for any λ > 0 there is an ε > 0 such that f1 (z) ≥ fd
1 (z) if z̄−ε < z < z̄.

Corollary 1 Proposition 3 is true if δ (z̄) = 0.

The proof is long and tricky, it’s given in the Appendix.
Let us elaborate more on the Corollary case which is the reference case.

If δ (z̄) = 0, then Condition (22) becomes

δ′ (z̄) f0 (z̄)
[
a2 − f0 (z̄)

2] ≤ 0.
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This inequality holds since by Proposition 1, a > f0 (z̄), and given that
δ (z) ≥ 0 and δ (z̄) = 0, we necessarily have δ′ (z̄) ≤ 0. The main conclu-
sion to draw from Proposition 3 is therefore that under mild conditions on
the decay rate and whatever the level of the irreversibility risk as
captured by λ, the optimal polluting behavior is more aggressive under
the irreversibility risk than without as soon as the actual pollution stock
gets close enough to the threshold z̄. The rationale behind has already been
pointed out by Clarke and Reed (1994) in its generic form: avoidability. As
the economy becomes close enough to the irreversibility threshold, so that
the irreversibility regime sounds as unavoidable, the optimal decisions taken
by the central planner, taking into account the pollution benefit/cost tradeoff
and the law of motion of pollution, will result clearly less pro-environmental.
The last section of this paper will show that this is indeed a local property
which need not hold far from the irreversibility threshold.

4 Optimal behavior and reachability of the

threshold for given risk: Global results

In this Section, we provide with a comprehensive analysis of the solutions to
the HJB equation (7) to characterize optimal behavior more globally. This
will allow us to explore analytically the reachability of the irreversibility
threshold for any level of risk (or value of λ). The latter is fully addressed in
Proposition 4 below. The proof of the proposition together with the charac-
terization of the optimal decisions into the form of policy functions (which is
itself required for the proof of Proposition 4) is quite long, it’s given in the
Appendix. The next section will use the policy function analysis in the proof
of Proposition 4 to illustrate numerically the variety of optimal behavior un-
der risk depending notably on the actual value of pollution (not necessarily
close to z̄).

Let’s concentrate here on the reachability of the threshold for any level
of uncertainty λ ≥ 0 in the absence of any instantaneous Poisson jump from
mode 1 to mode 0. We define two types of reachability as follows.

Definition 1 The threshold z̄ is called globally reachable if any pollution
stock z (t) with the initial value z (0) < z̄ grows across z̄ in finite time. The
threshold z̄ is called locally reachable if there is a stable steady state in mode
1, denoted z̄1, and a critical value, z̄∗1 that satisfy 0 ≤ z̄1 < z̄∗1 < z̄, such that
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the pollution stock z (t) converge to z̄1 if z (0) < z̄∗1 and z (t) grows across z̄
in finite time if z (0) > z̄∗1.

The next proposition gives a necessary and sufficient condition for the
threshold z̄ to be reachable, and shows that it is globally reachable if it is
sufficiently small.

To prove this result, we need to specify more precisely the decay function,
we impose the following Assumption

(A) δ (z) is a linear function

δ (z) = α− βz.

and δ (z̄) = 0.

Clearly z̄ = α/β under this condition.

Proposition 4 Suppose (A) holds. Then z̄ is (globally or locally) reachable
if and only if z̄ < z̄0. Furthermore, there is ẑ ∈ (0, z̄0] such that z̄ is globally
reachable if and only if z̄ < ẑ.

The proof is in the Appendix. From the proof one can see that for z < z̄
and in a neighborhood of z̄, the decision maker has two options, one is to
produce more, consume more, and as a result, pollute more. The other is the
opposite. In the case where z̄ is globally reachable, the first option always
yields a higher total benefit. On the other hand, if z̄ is locally reachable, then
there is a pollution level z̄∗1 < z̄, such that if z < z̄∗1 the decision maker would
be better off restricting production to lower the pollution level, but if z > z̄∗1
the decision maker would rather consume more and thus pollute more. As
we shall see in our numerical exercises below, the pollution rate, f1, may be
low enough or even negative for z < z̄∗1 leading to asymptotic convergence to
the steady state value in mode 1 (provided it’s lower than z̄∗1).

Remark 1 Of course, the threshold value z̄∗1 is endogenously determined,
and therefore it may depend on all the parameters of the optimal control
problem. Unfortunately, we cannot obtain this threshold in closed form (see
the proof of Proposition 4 in the Appendix, Case 2-b). In the next section we
show via numerical exercises that it does depend on the pollution cost param-
eter, c, on the irreversibility threshold, z̄, and on the level of uncertainty, λ.
In particular, we show that z̄∗1 need not be monotonic in λ for given c. See
Example 2 in Section 5.
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Referring to Definition 1, the presence of ẑ ensures that under mode 1,
either a stable steady state, z1, does not exist, or the initial pollution level
surpasses z1, indicating z (0) > z̄∗1 . Consequently, pollution accumulation in-
variably increases until it exceeds the threshold, z̄. Put differently, in a more
robust ecological system where the threshold level is high, reaching the irre-
versible regime can be prevented if the reversible stable steady state in mode
1 has not been already significantly exceeded. However, in a fragile ecological
system characterized by a low irreversible threshold or when the pollution
level is already near the threshold, irrespective of uncertainties, transitioning
into the irreversible regime becomes inevitable. This final statement further
elucidates the local behavior of the pollution rate in Proposition 3 - the in-
evitability of crossing the threshold. In such a scenario, the irreversible stable
steady state z̄0 acts as an attractor.

We can now examine the impact of uncertainty on optimal emission rates
for all z ∈ (0, z̄], complementing our local analysis (around the threshold z̄)
in Section 3. This will be done in the next Section.

5 Irreversibility, uncertainty level and the op-

timal emission rate

In the following in order to use the analytical characterization of the optimal
solutions obtained and used in the proof of Proposition 4 (see the Appendix),
we keep on relying on Assumption (A). We compare the optimal emission
rates for different levels of pollution unit costs (parameter c), irreversibility
thresholds (z̄) and uncertainty (parameter λ), keeping the following param-
eters fixed:

r = 0.2, β = 0.1, a = 18.

These parameter values are used in the numerical example of Tahvonen and
Withagen (1996). In the first example, we use c = 0.002 and z̄ taking values
of 100, 180, and 300 respectively. In the second example we use c = 0.02 and
z̄ = 100, 120, and 140 respectively. Also, in each example, we compare the
optimal pollution rates f1 (z) with zero, small and large values of λ. Recall
that function f1(z) are optimal feedback functions in the sense of dynamic
programming. Specifically, we use λ = 0, 0.1 and 1.0, respectively in each
numerical illustration. Also recall that λ = 0 corresponds to the absence of

17



the irreversibility risk: with the notations of Section 3, we have in such a
case, f1(.) ≡ fd

1 (.).

Example 1 -small damage with c = 0.002. In this case z̄0 = 1800. For
z̄ = 100, the threshold z̄ is globally reachable for all three values of λ. For
z̄ = 180, the threshold is globally reachable for λ = 0 and it is locally reach-
able for λ = 0.1 and 1.0, with z̄∗1 = 4.8 and 8.3, respectively. In the latter
case, for any initial pollution level below z̄∗1, z (t) decreases to 0 as t → ∞.
The graphs are shown in Fig. 1.

Figure 1: Small damage with c = 0.002 and z̄ = 100 (left) and z̄ = 180
(right).

For z̄ = 300, the threshold is locally reachable for the three values of λ, with
z̄∗1 = 150 for λ = 0, z̄∗1 = 145.6 for λ = 0.1 and z̄∗1 = 142.4 for λ = 1.0. In
all cases, for any initial pollution below z̄∗1, z (t) → 0 as t → ∞. The graphs
are shown in Fig. 2.

In Fig. 1 and Fig. 2, one first important conclusion is that the value of
the irreversibility threshold is crucial in the ranking of the optimal feedback
functions for the three different Poisson rate values. In Fig. 1, when z̄ =
100, the optimal emission rate is the highest at the largest Poisson rate, the
lowest corresponding to the case of zero irreversibility risk, for any value of
the pollution stock z. This seems to extend the local result established in
Proposition 3 globally. However, when z̄ = 180, one can clearly see in the
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Figure 2: Small damage with c = 0.002 and z̄ = 300.

graphic at the right side of Fig. 1 that while the latter picture holds when z
is large enough (consistently with Proposition 3), it’s no longer the case when
z is low enough: in this z-values interval (say z below the threshold value
z∗1 = 8.3 corresponding to λ = 1), the optimal emission rate is the highest at
the lowest Poisson rate (that’s the zero risk case), the lowest corresponding
to the highest irreversibility risk. Of course, this ranking is reversed as the
pollution level increases enough in accordance with Proposition 3. The very
same outcome arises from Fig. 2 where the irreversibility threshold is even
higher (z̄ = 300), and also in the exercises conducted in Example 2 with a
much higher pollution unit cost (See Fig. 3 and 4).

Our numerical exercises deliver more findings. One interesting outcome is
that for given pollution unit cost, and for large enough irreversibility thresh-
old values, z̄, the latter may only be locally reachable for certain Poisson
rate values: for λ = 0.1, 1 in Fig. 1, and for all λ values in Fig. 2 when
the irreversibility threshold is very large. Notice that in these cases the en-
dogenous threshold z∗1 is increasing in λ for z̄ = 180 but it’s decreasing in
λ when z̄ = 300 (of course at the discrete λ-values considered). It’s neither
monotonic as we will see in the Example 2 below and associated Figures 3
and 4, when the unit pollution cost is much higher.

Another remarkable property we can see in Fig. 1 (right one), and Fig.
2 is the possible non-monotonicity of the policy functions, f1(.). This is also
apparent in the case of large pollution cost (Fig. 3 and 4). One frequent
case of non-monotonicity is when reachability is only local but this is not a
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sufficient condition for non-monotonicity (see Example 2 below, Fig. 4 for
λ = 1). Indeed, when reachability is local and the actual pollution stock
is below the endogenous threshold, z̄∗1 , the optimal net emission rates may
even be negative when the actual pollution stock is low enough, leading
the pollution stock to converge to zero asymptotically, corresponding to the
steady state in mode 1, that’s z̄1 = 0 (Example 1, Figure 2). Figure 3
documents similar cases when the pollution cost is much larger: in these
cases, when pollution is below z̄∗1 , the optimal net emission rate may decrease
sharply initially for certain values of the Poisson rate, without being negative,
then converging to a strictly positive steady state in mode 1, z̄1 > 0.

Example 2 -large damage with c = 0.02. In this case z̄0 = 180. For z̄ =
100, the threshold is globally reachable for all three values of λ. For z̄ = 120,
it is globally reachable with λ = 1.0, but is locally reachable with λ = 0 and
0.1. In the latter cases, z̄∗1 = 113.5 for λ = 0 and z̄∗1 = 108.6 for λ = 0.1.
In addition, for any initial pollution below z̄∗1 the pollution stock converges to
the steady state z̄1 = 60 for λ = 0 and z̄1 = 98 for λ = 0.1. The pollution
rates are shown in Fig. 3. For z̄ = 140, the threshold is locally reachable for

Figure 3: Large damage with c = 0.02 and z̄ = 100 (left) and z̄ = 120 (right).

all three values of λ, with z̄∗1 = 138.1 for λ = 0, z̄∗1 = 138.7 for λ = 0.1 and
z̄∗1 = 25.2 for λ = 1.0. For an initial value of z below z̄∗1, z (t) converges to
z̄1 = 40 for λ = 0, z̄1 = 43.4 for λ = 0.1, and z̄1 = 0 for λ = 1.0. The graphs
are shown in Fig. 4.

20



Figure 4: Large damage with c = 0.02 and z̄ = 140.

6 Concluding remarks

In this paper, we have enriched the seminal irreversible pollution model à
la Tahvonen and Withagen (1996) with an exogenous source of switching to
irreversibility following the simplest process, a Poisson process with constant
arrival probability. With a linear-quadratic objective function, and while
keeping a general non-convex specification of pollution decay, we have been
able to extract new results, which are far from inconsistent with the generic
“avoidability” argument put forward by Clarke and Reed (1994): more ag-
gressive economic behavior (in terms of emissions) under the irreversibility
risk when actual pollution is close enough to the irreversibility threshold
counterpart whatever the level of the risk (as measured by the Poisson ar-
rival rate), and possible reversals when actual pollution is far enough from
this threshold. These reversals depends also on the other parameters of the
model, for example the unit pollution cost and, more crucially, on the value
of the irreversibility threshold iself.

All the results are generated analytically with the exceptions of the nu-
merical illustrations of the last section (which do derive directly from closed-
form solutions). While the Poisson arrival rate does not depend on pollution,
the analytical case we have constructed permits to highlight complementary
highly relevant aspects which cannot be obtained from a steady state-based
approach. Also the possibility to study in depth the implications of sudden
changes in the value of the Poisson arrival rate does somehow mimick the
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situations where, for many obvious reasons, the irreversibility risk may rise
or decrease sharply. Of course, this is not equivalent to endogenizing the risk
but it helps estimating analytically the consequences of exogenously moving
risk.
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Appendix

Proof of Proposition 2

Since the right-hand side of (19) is independent of λ, it follows that f1 (z̄) =
fd
1 (z̄) for any λ ≥ 0. Either δ (z̄) = 0 or δ (z̄) > 0. In the first case, since
f0 (z̄) > 0 because z̄ < z̄0, it follows that f1 (z̄) = f0 (z̄) > 0. In the second
case, the second relation in (20) implies that

f0 (z̄)
2 > a2 − [δ (z̄)− a]2 .

Hence, by (19) we again have f1 (z̄) > 0 for any λ ≥ 0.
It remains to show fd

1 (z̄) ≤ f0 (z̄)−δ (z̄). We define g1 and g2 as functions
of δ by

g1 (δ) =

√
f0 (z̄)

2 + (δ − a)2 − a2, g2 (δ) = f0 (z̄)− δ

Then
g1 (0) = g2 (0) = f0 (z̄) .

By differentiation,

g′1 (δ) =
δ − a√

f0 (z̄)
2 + (δ − a)2 − a2

< 0, g′2 (δ) = −1.

Since by Proposition 1, f0 (z) < a, it follows that g′1 (δ) < −1. Therefore
g1 (δ) < g2 (δ), which implies

fd
1 (z̄) = g1 (δ (z̄)) ≤ g2 (δ (z̄)) = f0 (z̄)− δ (z̄) .

Furthermore, the strict inequality holds if and only if δ (z̄) = 0.
This completes the proof.

Proof of Proposition 3

Define functions

ϕ0 (z) = V ′
0 (z) + a, ϕ1 (z) = V ′

1 (z) + a− δ (z) . (23)

It can be seen that ϕm (z) = fm (z) if V ′
m (z)+a ≥ 0. Also, since V ′

0 (z)+a ≥ 0
if and only if z ≤ z̄0, it follows that

ϕ0 (z) = f0 (z) for z ≤ z̄0.
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Differentiate the both sides of (7) with respect to z. We obtain

ϕ1 (z)ϕ
′
1 (z) = (r + λ)ϕ1 (z) + (r + δ′ (z)) (δ (z)− a) + cz + λ [δ (z)− f0 (z)]

if ϕ1 (z) > −δ (z) and

−δ (z)ϕ′
1 (z) = (r + λ)ϕ1 (z) + (r + δ′ (z)) (δ (z)− a) + cz + λ [δ (z)− f0 (z)]

+δ′ (z) (ϕ1 (z) + δ (z))

if ϕ1 (z) ≤ −δ (z). The two cases can be combined into

max {ϕ1 (z) ,−δ (z)}ϕ′
1 (z) = (r + λ)ϕ1 (z) + (r + δ′ (z)) (δ (z)− a) + cz

+λ [δ (z)− f0 (z)] + δ′ (z)min {ϕ1 (z) + δ (z) , 0} .
(24)

By (7) and (8),
ϕ1 (z̄)

2 = f0 (z̄)
2 + [δ (z̄)− a]2 − a2. (25)

By (20) the right-hand side is positive. Therefore equation (24) is non-
singular. Using the existence and uniqueness theorem for differential equa-
tion, we see that ϕ1 (z) exists and is positive for z < z̄ and is near z̄. Hence,
ϕ1 (z) = f1 (z) for such z.

To examine the values of f1 (z) we use expansions

δ (z) = δ0 + δ1 (z − z̄) +
δ2
2
(z − z̄)2 + o

(
(z − z̄)2

)
,

f1 (z) = A2 + C2 (z − z̄) +
D2

2
(z − z̄)2 + o

(
(z − z̄)2

)
where

δ0 = δ (z̄) , A2 = f1 (z̄) =

√
f0 (z̄)

2 + (δ0 − a)2 − a2 > 0.

Substituting the right-hand side of the first equation into (24), we obtain

[A2 + C2 (z − z̄)] [C2 +D2 (z − z̄)]

= (r + λ) [A2 + C2 (z − z̄)] + (r + δ1 + δ2 (z − z̄)) (δ0 − a+ δ1 (z − z̄))

+c (z − z̄) + cz̄ + λ (δ0 + δ1 (z − z̄)− h0 (z − z̄)− h0 (z̄ − z̄0)) + o (|z − z̄|)

Comparing the constant terms on the two sides, we find

A2C2 = rA2 + (δ0 − a) (r + δ1) + cz̄ + λ (A2 + δ0 − h0 (z̄ − z̄0)) (26)
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for all λ ≥ 0. Since A2 > 0, it follows that C2 > Cd
2 for λ > 0 if and only if

A2 + δ0 − h0 (z̄ − z̄0) > 0 (27)

We show that (27) cannot hold. Suppose it does. Note that

A2 = fd
1 (z̄) = fd

1 (z̄) ,

and by (16),
h0 (z̄ − z̄0) = f0 (z̄) .

Hence, (27) holds if fd
1 (z̄) + δ0 > f0 (z̄). This contradicts Proposition 2. As

a result, C2 ≤ Cd
2 .

In the case where the strict inequality, C2 < Cd
2 holds, we have f1 (z) >

fd
1 (z) for z < z̄ and is near z̄. If C2 = Cd

2 , we compare the first order terms
in the expansion, which leads to

C2
2 + A2D2 = (r + λ)C2 + (r + δ1) δ1 + (δ0 − a) δ2 + c+ λ (δ1 − h0) .

It follows that

D2 =
1

A2

[
−C2

2 + (r + λ)C2 + (r + δ1) δ1 + (δ0 − a) δ2 + c+ λ (δ1 − h0)
]
.

Setting λ = 0, we obtain

Dd
2 =

1

A2

[
−C2

2 + rC2 + (r + δ1) δ1 + (δ0 − a) δ2 + c
]
.

Hence,

D2 = Dd
2 +

λ

A2

[
Cd

2 + δ1 − h0

]
. (28)

We show
Cd

2 + δ1 − h0 ≥ 0. (29)

By (26),

Cd
2 = r +

1

A2

[(δ0 − a) (r + δ1) + cz̄] .

Hence, [
Cd

2 + δ1 − h0

]
A2 = (r + δ1 − h0)A2 + (δ0 − a) (r + δ1) + cz̄.
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It suffices to show that the right-hand side of the above equation is positive.
Using ra = cz̄0 we can write the right-hand side as

− (a− δ0 − A2) δ1 + (r − h0)A2 − c (z̄0 − z̄) + rδ0. (30)

Observe that by (19),

A2 = f1 (z̄) =

√
f0 (z̄)

2 + (δ0 − a)2 − a2

and by Proposition 1 and (20), a > δ0 and

A2 < a− δ0.

Since δ1 ≤ 0, it follows that the first term in (30) is nonnegative. We next
use (12) to derive

(r − h0)h0 =

(
r − r −

√
r2 + 4c

2

)
r −

√
r2 + 4c

2
= −c.

Hence,

(r − h0)A2 − c (z̄0 − z̄) = (r − h0) [A2 + h0 (z̄0 − z̄)]

= (r − h0) [A2 − f0 (z̄)] .

[
Cd

2 + δ1 − h0

]
A2 = − [a− δ0 − A2] δ1 + (r − h0) [A2 − f0 (z̄)] + rδ0.

Since δ1 ≤ 0 and A2 ≤ a− δ0 ≤ a, it follows that

− [a− δ0 − A2] δ1 =
−δ1

[
a2 − f0 (z̄)

2]
a− δ0 + A2

≥ −δ1
2a

[
a2 − f0 (z̄)

2] .
Also, since δ0 ≥ 0 and A2 ≥ 0, by (25),

A2 − y∗0 (z̄) =
δ0 [δ0 − 2a]

f0 (z̄) + A2

≥ −2aδ0
f0 (z̄)

.

Therefore, by (22),[
Cd

2 + δ1 − h0

]
A2 ≥ −δ1

2a

[
a2 − f0 (z̄)

2]+ δ0

[
−2a (r − h0)

f0 (z̄)
+ r

]
≥ −δ1

2a

[
a2 − f0 (z̄)

2]+ −2δ0a (r − h0)

f0 (z̄)
≥ 0.

This completes the proof.
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Proof of Proposition 4

We first prove that the threshold, z̄, is reachable if and only if z̄ < z̄0.
Suppose z̄ ≥ z̄0. Then, by (8) and (15),

V1 (z̄) = V0 (z̄) = −cz̄2

2r
.

Hence, by (7) and Assumption (A),

f1 (z̄) = a+ V ′
1 (z̄) = 0. (31)

Differentiate the both sides of (7) with respect to z, we obtain

f1 (z) f
′
1 (z) = (r + λ) f1 (z)+(r + δ′ (z)) (δ (z)− a)+cz+λ [δ (z)− V ′

0 (z)− a] .

This equation is equivalent to the dynamical system

ẋ = (r + λ)x+ (r + δ′ (z) + λ) δ (z)− a (r + δ′ (z)) + cz − λ [V ′
0 (z) + a] ,

ż = x,
(32)

where x = f1 (z) and the differentiation is with respect to t. If z̄ is reached in
finite time, by (31), the trajectory passes through the point (0, z̄) at certain
time t̄. Hence, (0, z̄) cannot be an equilibrium of the dynamical system and
so, ẋ (t̄) < 0. From the first equation in (32), we find

−a (r + δ′ (z̄)) + cz̄ − λ [V ′
0 (z̄) + a] < 0.

However, since z̄ ≥ z̄0, it follows that V ′
0 (z̄) + a ≤ 0. Also, since δ (z) ≥

δ (z̄) = 0 for z < z̄, it follows that δ′ (z̄) ≤ 0. The above inequality implies

−ar + cz̄ < aδ′ (z̄) + λ [V ′
0 (z̄) + a] ≤ 0.

Using ar = cz̄0, we obtain z̄ < z̄0. This contradicts the assumption of z̄ ≥ z̄0.
Hence, z̄ cannot be reached in finite time.

Suppose z̄ < z̄0. By (16), f0 (z) > 0. As shown in the proof of Proposition
3, ϕ1 (z) defined by (23) exists at least locally for z near z̄. Furthermore,
ϕ1 (z̄) = f0 (z̄) > 0. Hence, ϕ1 (z) > 0 for z near z̄. With ϕ1 (z) solved, one
finds the value function V1 (z) by (7), which leads to

V1 (z) =
1

2(r+λ)
{[max {ϕ1 (z) ,−δ (z)} − δ (z)] (ϕ1 (z) + δ (z))

+2aδ (z)− cz2 + 2λV0 (z)} .
(33)
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Therefore, the optimal strategy leads to z reaching z̄ in finite time.
We now prove the second part of the proposition. That is, there is ẑ ∈

(0, z̄0] such that z̄ is globally reachable if and only if z̄ < ẑ. For this purpose,
we derive the solution of the optimal control problem.

We first notice that any solution ϕ1 of (24)-(25) defines a value function
V1 by (33). In general, at any pollution level, z, the decision maker has two
choices, either to produce more and pollute more, or produce less and pollute
less. We use f̃1 to denote the solution ϕ1 of (24)-(25) which is positive near
z̄, and use f̂1 to denote the solution which is negative near z̄. Substituting
f̃1 (z) and f̂1 (z) for ϕ1 (z) in (33), we obtain respective functions V̂1 (z) and
Ṽ1 (z). Clearly the decision maker chooses the strategy based on the larger
solution. Hence

V1 (z) = max
{
Ṽ1 (z) , V̂1 (z)

}
for z ∈ (0, z̄) . (34)

At points where only f̃1 or f̂1 exists, there is no ambiguity in the definition
of V1. If at a point z∗ the decision maker switches from one strategy to the
other, it is necessary that Ṽ1 (z

∗) = V̂1 (z
∗) holds. By (33), f̃1 (z

∗) and f̂1 (z
∗)

are related by

f̂1 (z
∗) =

{
−f̃1 (z

∗) if f̃1 (z
∗) < δ (z∗) ,

−f̃1 (z
∗)2 / [2δ (z∗)]− δ (z∗) /2 if f̃1 (z

∗) ≥ δ (z∗) .
(35)

To construct a solution to (34), we first construct solutions f̃1 and f̂1 of
Eq. (24) on the interval (0, z̄), then compare the corresponding functions Ṽ1‘

and V̂1. This is achieved by converting Eq. (24) into dynamical systems.
For f̃1, since it is positive in a neighborhood of z̄, Eq. (24) is equivalent

to the dynamical system

ẋ = (r + λ)x+ (r − β + λ) δ (z) + (β − r) a+ cz − λf0 (z) ,
ż = x,

(36)

where x (t) = f̃1 (z (t)). Note that the right-hand sides of the equations in
(36) is linear in x and z, and can be written as

ẋ = (r + λ)x+B1z + C1

where
B1 = β (β − r − λ) + c− λh0,
C1 = (r − β + λ)α + (β − r) a+ λh0z̄0.

(37)
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There is an equilibrium at (z̄1, 0) where

z̄1 = −C1/B1. (38)

The Jacobian matrix takes the form

J =

(
r + λ B1

1 0

)
.

The eigenvalues are

h1 =
1
2

[
r + λ−

√
(r + λ)2 + 4B1

]
,

h2 =
1
2

[
r + λ+

√
(r + λ)2 + 4B1

] (39)

Depending on whether B1 > 0 or B1 < 0, the equilibrium is a saddle point
or a repeller.

As for f̂1, we first define the zx-plane regions

R1 = {(z, x) : x > −δ (z)} , R2 = {(z, x) : x ≤ δ (z)} .

Eq. (24) is equivalent to the dynamical system (36) in R1 and

ẋ = (r + λ− β)x+B1z + C1 − βδ (z) ,
ż = −δ (z)

(40)

in R2, where x (t) = f̂1 (z (t)). Observe that by the assumption δ (z̄) = 0 and
relation (35), there is no solution f̂1 that satisfies V̂1 (z̄) = V0 (z̄). Indeed, by
Proposition 2,

f̃1 (z̄) = y∗1 (z̄) > 0 = δ (z̄) .

Hence, by (35),

f̂1 (z̄) = −
[
f̃1 (z̄)

2 + δ (z̄)2
]
/ (2δ (z̄))

which does not exist. We also notice from (35) that f̂1 (z̄) → −∞ as z → z̄.
Furthermore, we observe that if f̂1 (0) exists and f̂1 (0) < 0, then z (t) = 0
for all t > 0. This is possible only if f̂1 (0) = 0. Hence the solution curve(
z, f̂1 (z)

)
starts from the point (0, 0). If f̂1 (0) exists and f̂1 (0) > 0, then
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z (t) is increasing as long as f̂1 (z) > 0. Hence, f̂1 (z) can only vanish at
the steady state z̄1. This can only happen if (z̄1, 0) is a saddle point and(
z, f̂1 (z)

)
is on its stable manifold.

There are two cases, B1 > 0 and B1 ≤ 0. In each case there are three
subcases: (a) z̄1 ≤ 0, (b) 0 < z̄1 ≤ z̄ and (c) z̄1 > z̄. In each subcase we show
the existence of a positive ẑ such that z̄ is globally reachable if and only if
z̄ < ẑ.

Case 1. B1 > 0.

In this case (0, z̄1) is a saddle point. In addition, ⟨hi, 1⟩ is an eigenvector
of the Jacobian J corresponding to the eigenvalue hi. Hence, the stable
manifold at the equilibrium has the negative slope and the unstable one has
the positive slope.

Case 1-a. z̄1 ≤ 0. Since (z̄1, 0) is a saddle point, there is a trajectory
passing through (0, 0). Then, f̂1 (z) is defined by the part of this trajectory
below the z-axis. The part of this trajectory above the z-axis intersects the
vertical line z = z̄. Let f̄1 > 0 be the x-coordinate of this intersection. Then,
the trajectory starting at the point (z̄, f0 (z̄)) lies above the z-axis for all
z ∈ [0, z̄] if

f0 (z̄) = h0 (z̄ − z̄0) ≥ f̄1, (41)

and if the above inequality does not hold, the trajectory starting at (z̄, f0 (z̄))
intersects the z-axis within the interval (0, z̄). In the latter case, we let z̄∗1 be
a solution to the equation (35). Note that at the zero of f̃ the right-hand side
of the above equation vanishes while the left-hand side is negative. We show
that for z < z̄ and is sufficiently close to z̄, the right-hand side approaches
−∞ faster than the left-hand side. This would imply the existence of solution
(35). Note that f̃1 (z̄) = f0 (z̄) > 0 and

δ (z) = β (z̄ − z) .

Hence
f̃1 (z)

2 / [2δ (z)] + δ (z) /2 = O
(
|z̄ − z|−1) . (42)

To estimate f̂1 as z → z̄−, we solve (24) which which takes the form

−δ (z) f̂ ′
1 (z) = (r + λ) f̂1 (z) + (r − β) (δ (z)− a) + cz

+λ [δ (z)− f0 (z)]− β
[
f̂1 (z) + δ (z)

]
.
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This is a linear equation. Multiplying the integrating factor

µ (z) = (z̄ − z)1−(r+λ)/β

to the both sides of the equation and integrate from z̄ to z, we obtain

f̂1 (z) (z̄ − z)1−
r+λ
β =

∫ z

z̄

(z̄ − s)1−
r+λ
β [2β − r − λ− (β − r) a− cs+ λf0 (s)] ds.

(43)
If 2β > r + λ, then the right-hand side approaches zero as z → z̄. Thus, by
l’Hôpital’s rule,

lim
z→z̄−

f̂1 (z)

z̄ − z
= lim

z→z̄−

∫ z

z̄
(z̄ − s)1−

r+λ
β [2β − r − λ− (β − r) a− cs+ λf0 (s)] ds

(z̄ − z)2−(r+λ)/β

= −2β − r − λ− (β − r) a− cz̄ + λf0 (z̄)

2− (r + λ) /β
.

This implies that
f̂1 (z) = O (|z − z̄|) .

If 2β < r + λ, the right-hand side of (43) diverges. We have

lim
z→z̄

f̂1 (z) (z̄ − z) = lim
z→z̄−

∫ z

z̄
(z̄ − s)1−

r+λ
β [2β − r − λ− (β − r) a− cs+ λf0 (s)] ds

(z̄ − z)−(r+λ)/β

= lim
z→z̄−

(z̄ − z)2 [−2β + r + λ+ (β − r) a+ cz − λf0 (z)] = 0.

Hence,
f̂1 (z) = o

(
|z̄ − z|−1) .

In any case, in view of (42),

f̂1 (z) > − f̃1 (z)
2

2δ (z)
− δ (z)

2

if z < z̄ and is sufficiently close to z̄. Therefore, there is at least one solution
z̄∗1 . Let

Ṽ1 (z) =
1

2 (r + λ)

{
f̃1 (z)

2 − δ (z)2 + 2aδ (z)− cz2 + 2λV0 (z)
}

for 0 ≤ z ≤ z̄

(44)
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and

V̂1 (z) =
1

2 (r + λ)
·

{
f̂1 (z)

2 − δ (z)2 + 2aδ (z)− cz2 + 2λV0 (z) if f̂1 (z) > −δ (z) ,

2δ (z)
[
a− f̂1 (z)− δ (z)

]
− cz2 + 2λV0 (z) if f̂1 (z) ≤ −δ (z) .

(45)
Then there is at least one point at which Ṽ1 (z) = V̂1 (z). Define V1 (z) by
(34), we obtain a continuous value function. (See Fig. 5.) As a conclusion,

Figure 5: Case 1-a with f0 (z̄) ≥ f̄1 (left) and f0 (z̄) < f̄1 (right).

z̄ is globally reachable if and only if (41) holds. Thus,

ẑ = z̄0 +
f̄1
h0

(46)

in this case.

Case 1-b. 0 < z̄1 ≤ z̄. In this case the trajectory that passes through (0, 0)

stays in the region where z ≤ 0. Hence, f̂1 (0) > 0. Therefore,
(
z, f̂1 (z)

)
is

on the stable manifold of the equilibrium (z̄1, 0). This implies that

f̂1 (z) = h1 (z − z̄1) if h1 (z − z̄1) > −δ (z) .

For z that satisfies
h1 (z − z̄1) ≤ −δ (z) ,

we solve (24) for z > z′ with the initial condition

f̂1 (z
′) = −δ (z′) ,
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where

z′ = z̄1 −
δ (z′)

h1

.

Let
f̄1 = h2 (z̄ − z̄1) .

Then the trajectory starting at the point (z̄, f0 (z̄)) lies above the z-axis if
(41) holds, and it intersects the z-axis on the interval (0, z̄) if the reversed
inequality holds. In the latter case the intersection point is greater than z̄1.
(See Fig. 6.)

Figure 6: Case 1-b with f0 (z̄) ≥ f̄1 (left) and f0 (z̄) < f̄1 (right).

From the above discussion we see that z̄ is globally reachable if z̄ < ẑ
where ẑ is given by (46).

Case 1-c. z̄1 > z̄. In this case any trajectory starting at (0, 0) does not
enter the region z > 0, and any trajectory below the z-axis for z ∈ (0, z̄)
does not intersect the z-axis on this interval. Thus f̂1 (z) is undefined for the
entire interval [0, z̄]. For any positive value of f0 (z̄), f̃1 (z) is defined for all
z ∈ [0, z̄]. Thus only Ṽ1 (z) exists. (See Fig. 7.)

Since any z̄ < z̄0 is globally reachable, it suffices to choose ẑ = z̄0.

Case 2. B1 ≤ 0.

In this case (0, z̄1) is a repeller and both unstable manifolds have position

slopes in the fz-plane. As z → z̄1, points
(
z, f̃1 (z)

)
→ (z̄1, 0) along the

unstable manifold x = Y1 (z − z̄1). There are three subcases.
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Figure 7: Case 1-c with f0 (z̄) ≥ h1 (z̄ − z̄1) (left) and f0 (z̄) < h1 (z̄ − z̄1)
(right).

Case 2-a. z̄1 ≤ 0. In this case the trajectory that passes through (0, 0)
does not enter the region below the z-axis for z > 0. Hence, f̂1 (z) is not
defined for any z ∈ (0, z̄). On the other hand, f̃1 (z) is defined for all z ∈ [0, z̄]
with any value of f0 (z̄). (See Fig. 8.)

Figure 8: Case 2-a with f0 (z̄) ≥ h1 (z̄ − z̄1) (left) and f0 (z̄) < h1 (z̄ − z̄1)
(right).

In this case we again see that ẑ = z̄0 since z̄ is globally reachable for any
z̄ < z̄0.

Case 2-b. 0 < z̄1 ≤ z̄. In this case the trajectory passing through (0, 0)
enter into the region z > 0 both above and below the z-axis. The one below
the z-axis joins the equilibrium (0, z̄1). Hence, f̂1 (z) < 0 for 0 < z < z̄1. The
one above the z-axis intersects the vertical line z = z̄ at a point, denoted
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by f̄1. In the case where f0 (z̄) ≥ f̄1, f̃1 (z) is defined and positive for all
z ∈ [0, z̄]. See the left graph in Fig. 9). On the other hand, if

h2 (z̄ − z̄1) < f0 (z̄) < f̄1,

f̃1 (z
′) = 0 at some 0 < z′ < z̄1. It is clear that

f̃1 (z̄1) > 0 = f̂1 (z̄1) , f̃1 (z
′) = 0 > f̂1 (z

′) .

By (44)-(45), the first chained inequality of the above implies that

Ṽ1 (z̄1) =
1

2 (r + λ)

{
−δ (z̄)2 + 2aδ (z̄)− cz̄2 + 2λV0 (z̄)

}
< V̂1 (z̄1) ,

and the second implies that

Ṽ1 (z
′) =

1

2 (r + λ)

{
f̃1 (z

′)− δ (z′)
2
+ 2aδ (z′)− c (z′)

2
+ 2λV0 (z

′)
}

>
1

2 (r + λ)

{
2δ (z′) [a− δ (z′)]− c (z′)

2
+ 2λV0 (z

′)
}
= V̂1 (z

′) .

Hence, there is a point z̄∗1 such that V̂1 (z̄
∗
1) = Ṽ1 (z̄

∗
1). Define V1 (z) by (34)

and

f1 (z) =

{
f̂1 (z) if z < z̄∗1 ,

f̃1 (z) if z > z̄∗1 .
(47)

We obtain a continuous value function. See the right graph in Fig. 9.

Figure 9: Case 2-b with f0 (z̄) ≥ f̄1 (left) and h2 (z̄ − z̄1) ≤ f0 (z̄) < f̄1
(right).
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In the case where
f0 (z̄) ≤ h2 (z̄ − z̄1) ,

The trajectory that passes through (z̄, f0 (z̄)) approaches (z̄1, 0) along the
unstable manifold (z, h1 (z − z̄)). Thus, Ṽ1 (z) is defined for z > z̄1 and
V̂1 (z) is defined for z < z̄1. We define

V1 (z) =

{
V̂1 (z) for z < z̄1,

Ṽ1 (z) for z > z̄1,

and define f1 (z) similarly. The graph of f1 (z) is shown in Fig. 10.

Figure 10: Case 2-b with f0 (z̄) < h2 (z̄ − z̄1).

As can be seen, z̄ is globally reachable if and only if z̄ < ẑ with ẑ defined
by (46).

Case 2-c. z̄1 > z̄. Similar to Case 2-b, f̃ (z) ≥ 0 for all z ∈ (0, z̄) if f0 (z̄) ≥
f̄1 and f̃ (z) = 0 on the interval (0, z̄). In the former case, V1 (z) = Ṽ1 (z) on
[0, z̄]. In the latter case, there is a point z̄∗1 such that V̂1 (z̄

∗
1) = Ṽ1 (z̄

∗
1). We

define V1 (z) and f1 (z) by (34) and (47), respectively. See Fig. 11.
It is clear that z̄ is globally reachable if and only if z̄ < ẑ with ẑ given by

(46).
This completes the proof.
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Figure 11: Case 2-c with f0 (z̄) ≥ f̄1 (left) and f0 (z̄) < f̄1 (right).
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