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Abstract

This paper proposes a framework for adjusting issues affecting series of stocks and gross flows by
occupations obtained from the Current Population Survey (CPS). Using data over the period 1976-
2010 and the occupation classification of Autor and Dorn (2013) to rank occupations between high,
medium and low skills, I adjust series for the 1994 redesign of the CPS questionnaire, changes in
occupational classification and revisions in the size and composition of the US population. In a
second step, I correct flow rates for the Time Aggregation bias. Due to constraints specific to flow
rates by occupation, the correction proposed by Shimer (2012) and Elsby et al. (2015) cannot be
applied. As a result, I use the bayesian estimation method of Bladt and Sørensen (2005).
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1 Introduction

The macro-labor literature highlights the key role played by labor market flows in driving unemploy-
ment fluctuations (Darby et al. (1986), Blanchard and Diamond (1990), Fujita and Ramey (2009)).
One of the leading data source to study these transitions is the monthly Current Population Survey
(CPS) which is a representative survey of U.S households. Due to its sample size and the possibility it
provides to follow individuals for consecutive months, the CPS is particularly well suited for the study
of gross labor market flows.

The CPS also provides information on the occupations of (un)employed workers which offers the
opportunity to analyze occupational mobility (Kambourov and Manovskii (2008), Kambourov and
Manovskii (2009)). These occupations codes are the basis for the classification built by Autor and
Dorn (2013) and a strand of the macro-labor literature has recently taken an interest in analyzing the
impact of Job Polarization on labor market stocks (Jaimovich and Siu (2012), Foote and Ryan (2015))
and flows (Cortes et al. (2016)).

However, there are shortcomings in using the CPS, due to the fact it suffers from measurement
errors. A well known example of these measurement problems regards unemployment and inactiv-
ity (Abowd and Zellner (1985), Poterba and Summers (1986)). Some evidence also suggests that
these measurement errors affect the coding and assignment of occupations (Kambourov and Manovskii
(2013)). Moreover, concepts, methods and definitions have been updated over the years, which created
inconsistencies and breaks in many of the time series. More specifically, the CPS redesign of 1994,
updates in occupational classifications and revision in the size and composition of the US population
from the Census Bureau can generate issues for analysis of occupational data over extended periods of
time. Furthermore, the measurement of gross flows suffers from a Time Aggregation problem stemming
from the discrete nature of data collection (Perry et al. (1972), Shimer (2012)). This issue leads to an
underestimation of flows from and to unemployment and a overestimation of flows between employ-
ment and inactivity.

This paper proposes a framework for adjusting CPS series of stocks and gross flows for all the
above mentioned problems with a particular focus on series with an occupational dimension. In order
to do so, I use CPS data for the 1976-2010 time period and the panel of occupations developed by
Autor and Dorn (2013) that allows for the classification of occupations between high, middle and low
skill.

In a first stage, I use an Unobserved Component model (Harvey (1990), Durbin and Koopman
(2012)) to deseasonalize and adjust series from effects of the 1994 CPS redesign, the classification
changes of 1976-1982 and 2003-2010 and the population updates of 1976-79, 1990 and 2003. The 1994
CPS redesign, in particular, is found to have substantial effects on unemployment stocks and flow
series through a modification in the definition and measurement of New Unemployed Entrants, i.e.
unemployed workers entering the labor market for the first time. The estimates for classification and
population changes also lead to significant adjustments in most time series.

In a second step, I carry out the correction for Time Aggregation. Shimer (2012) has shown how
to retrieve instantaneous transition rates from discrete time transitions. Due to restrictions specific to
gross flow series by occupations, I use the Bayesian procedure of Bladt and Sørensen (2005) to estimate
these hazard rates and compute adjusted transition probabilities. The estimates are consistent with
those reported by Elsby et al. (2015) and I can additionally provide results in terms of flows rates by
occupations.

The paper is organized as follows. In Section 2, I present the data and the occupation classification
and review in more detail the problems affecting CPS time series. Section 3 focuses on the seasonal
adjustment and the adjustments implemented for the 1994 redesign, classification changes and popu-
lation revisions. This section presents the econometric set-up and the estimation results. Finally, the
framework for correcting the Time Aggregation bias is presented and discussed in Section 4.
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2 Data

2.1 Data Description and Skill Classification

The Current Population Survey (CPS) and the occupation-task classification developed by Autor and
Dorn (2013) are the 2 main sources of data used in this work. The CPS is a representative survey of
US households containing labor force information at the individual level. It is used to compute official
statistics such as the monthly unemployment rate, and is particularly attractive due to its large sample
size, its availability and the possibility to follow individuals for 4 straight months.1

I use data from 1976 to 2010 and restrict the sample to individuals aged 16 and over. In addition
to basic labor force and demographic questions, the CPS asks interviewed workers to report -if they
are employed- their current occupations, or -if they are unemployed- the last occupation in which they
were employed. Unemployed who enter the labor market for the first time (New unemployed entrants
in the CPS) and individuals for which occupation codes are missing are excluded from my analysis.
Individuals outside of the labor force are not asked the occupation question except when they are in
the outgoing rotation group (individuals in their fourth or eighth month of interview who exit the
following month) which only represents one fourth of the total sample (See Cortes et al. (2016)).

I follow Autor and Dorn (2013) and use the 3-digits (or detailed) occupation codes provided by
the CPS to classify occupations. Every ten years or so, the Bureau of Labor Statistics (BLS) adjusts
the occupation classification to reflect structural changes in the occupational composition and account,
for example, for the creation of new occupations.2 These updates have to be accounted for to avoid
breaks in series and Autor and Dorn (2013) have built a crosswalk (with the 1992-2002 classification
as reference) that allows to obtain a fairly balanced panel of occupations across the 1976-2010 period.
To rank occupations, Autor and Dorn (2013) build a measure (the task value) of the task content of
each detailed occupation in their panel with respect to four dimensions: abstract versus cognitive and
routine versus non routine. They subsequently aggregate detailed occupations into the 6 groups that
can be found in the first column of Table 1. In this paper, I further aggregate their grouping into 3
categories: High skill occupations which require a high level of cognitive or abstract tasks, middle skill
occupations in which tasks are primarily repetitive (routine) and low skill occupations which entail
mostly manual tasks.

It is worth mentioning that Autor (2013) defines tasks as "a unit of work activity that produces
output" while skills are "a stock of capabilities for performing various tasks". There exists an imperfect
mapping between skills and tasks (e.g. cognitive tasks usually require higher skills) and it should be
clear that the use of the terms high, middle and low skill stand for cognitive, routine and manual
intensive occupations. Furthermore, the skill level assigned to all employed and unemployed workers
in the sample depends only on the skill level (task contents) of occupations. In other words, an
individual is classified as high skill because she works or used to work in a high skill occupation. This
3-groups classification implies that there are 3 employment states (Eh, Em and El), 3 unemployment
states (Uh, Um and U l) and inactivity I. These 7 states constitute the population stocks and there
are 49 possible gross flows in total.3

1The CPS actually allows to follow individuals for 16 months with an 8 months gap in between (4-8-4).
2A new classification was introduced in January 2011 which explains why the sample is restricted to December 2010.
3The classification used in this work is slightly different than the one used by Jaimovich and Siu (2012) who consider

four different occupational groups. They further disentangle middle skill occupations between routine cognitive and rou-
tine manual occupations. Contrary to the classification used in this paper, the Transport/construct/mech/mining/farm
occupation group would be considered as middle skill. This 4 groups classification is used in most of the literature
interested in interacting job polarization and jobless recoveries. However, the routine task intensity index of Autor and
Dorn (not reported in Table 1) also suggests that the group Transport/construct/mech/mining/farm requires mostly
manual tasks. I choose to only consider 3 groups as it is enough to capture the Job Polarization trend and adding an
additional skill level results in multiplying the labor market states and flows (4 skill levels would imply 9 states and 81
flow rates).
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Abstract tasks Routine tasks Manual tasks skill level

Managers/prof/tech/finance/public safety + - - high
Production/craft + + - middle
Transport/construct/mech/mining/farm - + + low
Machine operators/assemblers - + + middle
Clerical/retail sales - + - middle
Service occupations - - + low

The first 4 columns of this table are taken from Table 2 of Autor and Dorn (2013). A "+" indicates that the task value of a given

occupation-group is above the task value averaged over all occupation-groups. The shaded cells give the maximum task value for

each occupation-group. I assign a skill level to each groups of occupations according to whether the task value of the occupation-

group she belongs to is more abstract (high skill), routine (middle skill) or manual (low skill).

Table 1: Skill classification

In order to compute gross flows, monthly files have to be matched for 2 consecutive months. The
rotating structure of the CPS implies that one fourth of the sample exit the survey in the following
month (the outgoing rotation group). Therefore only three fourth of the original sample can be matched
across 2 months. Individuals are linked longitudinally by using the 2 households identifiers and the
person’s line number. I follow Madrian and Lefgren (1999) and apply a criterion that checks for
identical race, sex and age of matches across 2 consecutive months.

The CPS data suffer from various issues that need to be addressed before computing stocks and
flow rates. Once these adjustments (presented in Section 2.2) have been implemented, information on
individual characteristics such as age or education is lost. Hence, I briefly present some descriptive
statistics based on flow rates computed from the uncorrected data for the period 1994-2010. The
sample is restricted to this specific period to avoid the break implied by the 1994 redesign of the CPS
questionnaire. Descriptive statistics for stocks are computed from the unmatched data. Monthly flow
rates, pijt , at time t from state i to state j are obtained by summing up workers transitioning from
i in t − 1 to j in t.4 Doing so allows to obtain gross flows which are then divided by the stock of
individuals in state i in t − 1. For instance, the flow rate from high skill unemployment Uh to high
skill employment Eh at time t is given by

pU
hEh

t =
UhEht
Uht−1

(1)

where UhEht is the number of individuals moving from Uh in t − 1 to Eh in t (gross flow) and Uht−1
is the stock of high skill unemployed individuals in t − 1. This expression is the maximum likelihood
estimator for a multinomial distribution with 7 possible outcomes (the states Eh, Em,...).
Tables 2, 3 and 4 display these descriptive statistics for stocks and flow rates. Tables 3 and 4 focus on
monthly average flow rates from unemployment. Average flow rates from employment and inactivity
can be found in Appendix A.1.1.

From Table 2, it is worth pointing the increasing relationship between age and the skill level of
the occupations. We can observe a higher share of older workers (compared to the entire sample) in
high skill occupations and a higher share of younger workers in low skill occupations.

4Applying weights provided by the CPS. I follow Shimer (2012) and average individual final weights across 2 consec-
utive months.
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Employment Unemployment Inactivity

Eh Em El Uh Um U l I Total

Age
<25 18.9 36.6 38.9 18.5 40.4 39.6 42.1 36.3
25-50 57.7 47.4 45.9 60.1 47.0 49.1 41.5 47.4
>50 23.4 16.0 15.1 21.4 12.6 11.3 16.4 16.3
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Marit. Status
married 55.3 42.4 37.6 50.0 34.2 31.8 37.9 40.3
not married 44.7 57.6 62.4 50.0 65.8 68.2 62.1 59.7
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Race
White 72.3 64.1 61.2 71.7 56.6 55.2 62.1 62.8
Hisp. 8.5 14.0 17.8 8.0 15.2 19.0 14.7 14.7
Black 12.1 15.5 15.5 13.0 21.9 20.3 16.4 16.2
Others 7.0 6.4 5.6 7.3 6.4 5.4 6.9 6.4
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Educ.
< HS 5.4 18.8 31.1 5.5 23.5 36.2 28.8 24.2
HS 20.9 34.0 36.2 18.1 37.4 38.7 28.5 31.4
> HS 73.7 47.1 32.7 76.4 39.0 25.2 42.6 44.4
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

U. type
Laid-off 21.5 22.2 31.4 26.6
Job loser 57.5 56.8 51.6 54.3
Job leaver 21.0 21.0 17.1 19.1
Total 100.0 100.0 100.0 100.0

U. duration
<6 m 77.6 79.4 80.8 79.8
6-12 m. 11.6 10.7 9.7 10.4
>12 m 10.8 9.9 9.5 9.9
Total 100.0 100.0 100.0 100.0

N 128,842 167,826 212,318 38,447 70,513 105,464 287,533 1,010,943

Populations stocks for various characteristics computed from the raw CPS files for the periods Jan. 1994 to Nov. 2010. All obser-

vations are weighted using (final) weights provided by the CPS. The last row gives the total number of (unweighted) observations.

The last column displays the share of total population with a given characteristic. Exceptions are for the last rows (U.type and

duration) where percentages are expressed in terms of the total population in unemployment. Figures for unemployment exclude

New Unemployed Entrants. HS stands for High School. Laid-off worker are expected to be recalled within a month, Job loser

correspond to the category other job loser in the CPS and Job leaver are voluntary quits.

Table 2: Average Stocks over the period January 1994 - November 2010

The same holds in regard to the skill level of occupations and the educational attainment although,
one third of individuals in low skill occupation hold a postsecondary degree.5 Furthermore, low skill
unemployment is characterized by a much higher share of laid-off workers whereas high and middle
skill occupations have a higher share of job losers and leavers.
Tables 3 and 4 give an idea of the extent of the transitions between occupations of different skill
levels. These transitions are not negligible as they represent around 11% of exits from high skill
unemployment to employment (pUhEm + pU

hEl). For middle and low skill unemployed individuals,
5Educational attainment is usually considered as a proxy for skills and this observation can therefore be linked to the

comment made previously on the difference between skills and tasks.
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these transitions represent 10% and 7% of exits from unemployment respectively. We also observe
that young and less educated workers (compared to older and more educated workers) have higher
transition rates to lower skilled occupations (pUhEm , pUhEl ...) while the opposite applies to upward
transitions (pUmEh , pU lEm ...).

FS. Age Marit. status Race

<25 25-50 50< M. NM. W. H. B. O.

High Skill

pU
hEh 16.17 14.51 17.13 14.64 17.89 14.44 17.38 13.25 11.70 14.66

pU
hEm 6.37 11.28 6.01 4.14 5.43 7.30 6.34 7.69 6.19 5.44

pU
hEl 4.83 9.72 4.42 2.72 3.75 5.91 4.67 6.34 5.45 3.65

pU
hUh 53.87 40.26 55.43 58.00 54.11 53.60 54.10 51.30 54.22 53.55

pU
hUm 0.68 0.82 0.67 0.58 0.58 0.77 0.59 1.14 0.93 0.71

pU
hUl 0.67 1.06 0.63 0.51 0.52 0.81 0.56 1.06 1.06 0.48

pU
hI 17.42 22.35 15.70 19.41 17.72 17.16 16.35 19.22 20.45 21.51

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Middle Skill

pU
mEh 2.80 2.31 3.16 2.68 3.44 2.46 3.35 1.94 1.96 2.95

pU
mEm 14.98 15.83 14.55 14.26 16.08 14.38 16.53 14.63 11.57 14.33

pU
mEl 7.59 10.20 6.57 4.48 6.26 8.28 7.98 8.56 6.45 5.99

pU
mUh 0.40 0.19 0.52 0.53 0.50 0.36 0.45 0.33 0.33 0.44

pU
mUm 50.20 43.01 53.74 55.02 51.07 49.72 50.21 47.32 52.27 48.65

pU
mUl 1.08 1.05 1.18 0.81 0.94 1.16 0.87 1.48 1.36 1.05

pU
mI 22.96 27.41 20.28 22.22 21.71 23.65 20.63 25.74 26.05 26.60

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Low Skill

pU
lEh 1.60 1.50 1.71 1.42 1.84 1.49 1.95 1.13 1.16 1.53

pU
lEm 5.23 7.35 4.19 2.90 4.53 5.55 5.93 4.47 4.15 5.06

pU
lEl 22.12 20.60 23.20 22.13 25.20 20.67 23.60 26.56 15.38 19.94

pU
lUh 0.22 0.12 0.26 0.34 0.26 0.20 0.24 0.17 0.20 0.25

pU
lUm 0.78 0.77 0.79 0.72 0.70 0.82 0.67 0.90 0.98 0.74

pU
lUl 47.89 43.28 50.45 50.80 48.48 47.62 47.36 44.38 52.12 47.04

pU
lI 22.15 26.38 19.40 21.69 19.00 23.65 20.25 22.38 26.01 25.43

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Flow rates from unemployment pU
.X expressed in percentage, computed from the raw matched CPS files and averaged over the

period Feb. 1994 to Dec. 2010. All observations are weighted using weights provided by the CPS. The sample for unemployed

excludes New Unemployed Entrants. FS stands for full sample, M for Married and NM for not married. The races W., H., B. and

O. stands for white, hispanic, black and others.

Table 3: Average Flow Rates from Unemployment over the period February 1994 - November 2010 (1)

Finally, it can be interesting to comment on transitions between unemployment states with dif-
ferent skill level (e.g. UhUm,UhU l ...). In theory, these transitions should not be observed and they
can be interpreted in 2 ways: they either capture misreporting/misassignment of occupation codes, or
a Time Aggregation problem in the form of an employment spell in a different occupation between 2

6



surveys which is not recorded by the CPS.6 In support of the latter view, it is worth mentioning that
these transition rates are always higher to states of a lower skill level (i.e The UmU l flow rate is twice
as big as the UmUh flow rate, on average) which can suggest a very short employment spell in a lower
skilled occupation. In Table 4, it is also shown that these flow rates are only marginally affected when
removing individuals in the rotation group (1rst or 5th month of interview, see Fallick and Fleischman
(2004)) which are known to be more likely to make mistakes when answering labor force questions.
The Time Aggregation correction implemented in Section 4 brings these flows to 0 but this correction
assumes that all of these transitions actually missed an intervening spell in employment. If these
transitions were merely the results of mistakes, the importance of these misreported flows should be
limited as they represent, respectively, 1.35% (0.68+0.67), 1.48% (1.08+0.40) and 1.00%(0.22+0.78)
of total transitions for high, middle and low skill unemployment. It is, however, likely that these flows
capture both mistakes from respondents/interviewers, and missed transitions.

FS Educ. U. type U. duration Rota. Gr.

<HS HS HS< (1) (2) (3) (4) (5) (6) 1 0

High Skill

pU
hEh 16.17 7.38 9.47 18.30 40.84 12.95 15.83 18.35 10.72 8.34 15.76 16.38

pU
hEm 6.37 6.87 8.35 5.87 5.75 5.29 8.75 7.07 5.15 3.08 6.60 6.26

pU
hEl 4.83 11.06 7.96 3.70 6.15 3.85 5.86 5.35 3.65 2.80 4.93 4.78

pU
hUh 53.87 44.05 52.92 54.69 28.88 64.58 52.06 51.17 61.18 61.63 52.72 54.45

pU
hUm 0.68 0.82 0.87 0.62 1.87 0.56 0.40 0.70 0.58 0.68 0.73 0.65

pU
hUl 0.67 1.58 1.25 0.47 1.89 0.53 0.35 0.69 0.69 0.61 0.75 0.62

pU
hI 17.42 28.24 19.18 16.36 14.61 12.25 16.75 16.67 18.03 22.87 18.51 16.87

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Middle Skill

pU
mEh 2.80 0.67 1.64 5.20 2.96 2.61 3.71 3.04 2.27 1.59 2.70 2.85

pU
mEm 14.98 12.61 15.27 16.12 35.10 11.81 15.56 16.91 9.39 6.45 14.61 15.17

pU
mEl 7.59 9.49 8.11 5.94 8.49 6.79 9.46 8.27 6.14 4.60 7.77 7.48

pU
mUh 0.40 0.13 0.28 0.68 0.77 0.45 0.31 0.41 0.43 0.40 0.52 0.34

pU
mUm 50.20 46.49 51.70 50.75 35.64 60.44 49.40 48.05 57.31 56.20 49.38 50.64

pU
mUl 1.08 1.50 1.20 0.73 2.97 0.90 0.63 1.11 1.02 1.04 1.16 1.04

pU
mI 22.96 29.10 21.80 20.58 14.07 17.01 20.93 22.21 23.44 29.71 23.85 22.48

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Low Skill

pU
lEh 1.60 0.50 1.26 3.80 1.71 1.46 2.11 1.76 1.20 0.86 1.58 1.62

pU
lEm 5.23 4.29 5.19 6.67 3.82 4.44 7.34 5.77 3.72 2.44 5.24 5.22

pU
lEl 22.12 22.27 22.50 21.62 41.97 19.19 21.54 24.71 14.27 10.42 21.61 22.40

pU
lUh 0.22 0.07 0.19 0.46 0.34 0.25 0.14 0.23 0.23 0.18 0.23 0.21

pU
lUm 0.78 0.69 0.84 0.80 1.31 0.78 0.38 0.76 0.88 0.81 0.87 0.73

pU
lUl 47.89 6.07 50.06 46.60 38.66 55.88 47.48 45.74 55.83 55.01 47.03 48.34

pU
lI 22.15 26.11 19.96 20.04 12.19 18.00 21.01 21.03 23.87 30.27 23.43 21.49

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Flow rates from unemployment pU
.X expressed in percentage, computed from the raw matched CPS files and averaged over the

period Feb. 1994 to Dec. 2010. All observations are weighted using weights provided by the CPS. The sample for unemployed

excludes New Unemployed Entrants. (1), (2), (3) correspond to laid-off workers, job loser and job leaver. Duration in unemploy-

ment is grouped according to unemployed with a duration lower than 6 months (4), those with 6 to 12 months duration (5) and

unemployed for more than a year (6). The last 2 columns display results for individuals in the rotation group (1) or not (0).

Table 4: Average Flow Rates from Unemployment over the period February 1994 - November 2010 (2)

6Note that this issue arises also for transition from employment such as EhUm or EmUh displayed in Appendix A.1.1.
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2.2 Data Issues

As many researchers have highlighted, working with CPS (occupational) data requires an important
pre-treatment of the original data in order to render them suitable for analysis. The issues corrected
in this paper are reviewed below.7 In order to help visualize some of the problems to be corrected,
Figure 1 for stocks and Figures 2 and 3 for flows display some selected monthly series. It should be
noted however, that the raw data are quite noisy meaning only substantial breaks can be identified
from these figures.
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Monthly population stocks expressed in millions. Unemployment series exclude New Unemployed Entrants.
From left to right, the vertical dashed lines represent the 1983 and 1992 classification changes, the 1994
redesign and the 2003 classification change. Shaded areas correspond to recession periods as defined by the
NBER.

Figure 1: Labor Market Stocks

7Adjustments for misclassifications between unemployment and inactivity are not be considered here as the focus is
mostly on issues arising from the occupation dimension.
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The main adjustements that are applied to stocks and gross flow series relate to the followings
issues:

1 - Missing values/Outliers/Seasonality.

The changes in the construction of household identifiers over the years result in missing values. More
specifically, these changes prevent the matching of individuals across 2 consecutive months for certain
time periods, namely January 1978, July and October 1985, January 1994, and June to September
1995. This, in turn, results in missing values in the series of gross flows. Since population stocks
are computed from the original unmatched samples, missing values are not an issue for these series.
Moreover, some papers (i.e. Moscarini and Thomsson (2007) and Kambourov and Manovskii (2013))
have pointed to the fact that the occupation code assignment is subject to a substantial share of coding
errors. Occupational data should therefore be used with caution. In the context of this paper, potential
errors in this regard should be mitigated by the fact that I aggregate occupations in terms of only 3
groups. Nevertheless, series could be subject to potential outliers, and consequently a procedure will
be applied to correct for these. Lastly, series related to inactivity and unemployment usually exhibit a
strong seasonal component. We can further observe differences between skill groups as low skill flows
and stocks seem to exhibit a stronger seasonal component.

2 - 1994 redesign of the CPS questionnaire.

A major redesign of the CPS survey, which introduced important changes to the questionnaire, took
place in 1994. Polivka and Rothgeb (1993) and Polivka and Miller (1998) provide a detailed review
of these changes and their potential effects on labor market statistics. 2 major modifications in the
questionnaire need to be addressed.
The first modification relates to the use of computerized data collection technique through the in-
troduction of the dependent interviewing technique which affected the occupational code assignment.
Prior to 1994, individuals were asked to report their occupations each month they were interviewed.
Because of the detailed level of the classification, respondents or interviewers/coders were likely to
report/assign different occupations in 2 consecutive months while no real transition actually occurred.
After 1994, the CPS started to ask the question on occupations only in the first month individuals were
interviewed (mis = 1 or mis = 5 in the CPS). In the subsequent months, individuals are provided with
a description of the occupation they reported the previous month and asked whether this description
still corresponded to their current job. Only a negative answer would then trigger a new occupation
question. As a result, the number of spurious transitions between occupations substantially decreased
after 1994, generating a break both in the mean and the variance of some flow rates series.
The second important modification is related to changes in the questionnaire made to better identify
the labor force status of respondents.8 These modifications turned out to have a minor impact on
stocks (see Polivka and Miller (1998)) but a more substantial one on flow series in particular on series
between unemployment and inactivity (see Abraham and Shimer (2001) or Cortes et al. (2016)). It
should further be noted that the 1994 redesign resulted in a significant decrease in New Unemployed
Entrants stemming from minor changes to the questionnaire and the definition of this reason for un-
employment.9 Because an occupation code is not available for this group of unemployed individuals,
they are dropped from the sample used in this paper. Therefore, the pool of unemployed for which an
occupation is available significantly increases after 1994. This turns out to have important effects on
unemployment stocks and flow series.

8For instance, individual waiting to start a new job that were considered as unemployed prior to 1994 must now make
a search effort in the previous four weeks to be registered as unemployed. An effort was also made to better identify
unpaid family work.

9The CPS classifies unemployed according to the reason for unemployment. The 6 groups are Job Loser/On Layoff,
Other Job Loser, Temporary Job Ended, Job Leaver, Rentrant and New Entrant.
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Figure 2: Gross flows (1)

Figures 1, 2 and 3 can help to assess the impact of the 1994 redesign on series of stocks and gross
flows. Figure 1 seems to display no evident breaks, which appears to confirm that the 1994 redesign
had little impact on stock series. Note however, that the effect of dropping New Unemployed Entrants
can be inferred from Figure 5, which shows a clear break in 1994 for unemployment and none for
employment and inactivity. Regarding gross flow series (Figures 2 and 3), a break in the mean can be
seen in EE, EU (Figures 2) and possibly in UU series (Figures 3). In order to gain an idea of potential
changes in the variance, I execute F-tests for equality of variance on log differenced series. The results
of these tests (not reported here) indicate that for 61% of gross flows series, the null hypothesis of
homoskedasticity can be rejected at a 5% significance level. For stock series, the null is rejected only
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for high skill employment.10 Furthermore, the 1994 redesign seem to have an effect on the trend of
some series. We can refer to the EmEl or ElEm gross flows in Figure 2 in this regard. Overall, Figures
1, 2 and 3 indicate that series of stock and flows are affected in a heterogeneous way by the redesign.
Figure 4 plots the ratio of aggregate employment, unemployment and inactivity obtained by adding the
relevant gross flows to the same aggregate series obtained from stocks. These ratios can be understood
as matching rates for CPS files (which is why they evolve around .7) and seem to display a break prior
to and after the 1994 redesign.
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Figure 3: Gross flows (2)

10The results of these tests serve only to indicate a potential break. These tests being quite sensitive to the normality
assumption, their results should be taken with care.
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3 - Classification changes.

Every 10 years or so, the CPS revises and updates its occupational classification to reflect changes
in the occupational composition of the labor market. For 1976-2010 time period, these classification
changes occurred in 1983, 1992 and 2003 with 1983 and 2003 constituting major changes whereas the
1992 revision only implemented minor changes (see Cortes et al. (2016)).
The crosswalk built by D. Dorn is meant to correct for these classification changes by taking the 1992-
2002 classification as a reference and building a balanced panel of occupations across the 1976-2010
period. This panel is, however, not sufficient to avoid breaks in stock and flow series. According to
Cortes et al. (2016), this crosswalk still leads to a substantial drop in middle skill occupations in 1983
and the 2003 classification change also appears to have resulted in a permanent reallocation between
high and middle skill employment series. These 2 effects are illustrated in Figure 1.
The effect on gross flow series is similar, with the EmEm series displaying shifts in 1983 and 2003 (2nd
row in Figure 2). Moreover, flow series are further affected by an impact effect that originates from
matching 2 consecutive months with 2 different classifications (e.g. December 1982 and January 1983).
For instance, the EmEl series in Figure 2 shows a clear spike in January 2003. Similar spikes can be
observed in UmUm and UhUh series in 1983 (Figure 3). Similarly to the 1994 redesign, these graphics
reveal that not all series are equally affected by these classification changes.

4 -Population revisions

Over the 1976-2010 period, the BLS updated its population estimates according to new estimates
produced by the Census Bureau and a detailed review for most of these modifications can be found
in the following document: https://www.bls.gov/cps/eetech_methods.pdf. These updates usually
result in increases in the level of series of interest. According to the BLS, most of these modifications
lead to a proportional increase (or decrease) in employment, unemployment and inactivity meaning
that rates are only marginally affected. Although, the effect of these population updates on series with
occupational dimension is unknown, it is likely to be different across series with different skill levels.
For instance, new population estimates in 1986 resulted in an increase of the total population due -to
a large extent- to new estimates of the Hispanic population. This population is more likely to work in
middle and low skill jobs (see Table 2), which suggests there is a more noticeable effect on these series
as opposed to those for high skill jobs. Should this be the case, it would be important to account for
these population changes.
Furthermore, the BLS adjusted series retroactively for some population revisions. This was the case
for the 1982 update for which the BLS revised series from 1970 onwards, the 1985 and 1986 updates
(which were applied to series from 1980), the 1994 population change (applied to series from 1990) and
the 2003 update (for which series from 2000 were revised). The new population estimate applied in
1997, 1998, 1999 and after 2003 led to no revision in series.11 The differences between these population
revisions should be considered when modelling these effects. Finally, it is worth mentioning that the
micro data downloaded from the NBER website do not provide revised population weights for the time
period of 1976-79 and 2000-02.12 This can be inferred from Figure 5 that plots the ratio of aggregate
employment, unemployment and inactivity computed from the NBER micro data to the same official
series released by the BLS. This ratio is close to 1 for employment and inactivity except for the 2
time periods mentioned above. For unemployment, the ratio is lower than 1 since New Unemployed
Entrants are dropped from the sample.

11In January 2003, on top of the update applied to series from 2000 onwards, there was an additional increase in
population that lead to no revision in past series. This month also saw the introduction of a new classification for
occupations.

12Revised weights for January 2000 to December 2002 are actually available in separate files.
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Figure 4: Ratio of Flows to Stock series

5 -Margin of Adjustment and Time Aggregation bias

The Margin of Adjustment issue (Abowd and Zellner (1985) and Poterba and Summers (1986)) relates
to the fact that flow rates do not allow for the perfect reproduction of the evolution of population
stocks due to mortality, retirement or migration.
On the other hand, the Time Aggregation bias originates from the discrete nature of data collection.
This bias has been acknowledged in the literature on gross flows since the work of Kaitz (1970) and
Perry et al. (1972). The labor market status is determined according to the labor market activities
during the week prior to the interview (the reference week) but no questions are asked about activities

13



in the 3 weeks prior to the reference week.13 It is therefore possible for a worker to be recorded as
employed in month t − 1, to experience a short spell in unemployment and to find quickly a new job
such that when interviewed in month t, her status would be employed. The recorded transition would
therefore be an EE transition instead of an EUE one.
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CPS files exclude New Unemployed Entrants. From left to right, the vertical dashed lines represent
the 1983 and 1992 classification changes, the 1994 redesign and the 2003 classification change.
Shaded areas correspond to recession periods as defined by the NBER

Figure 5: Ratio of Stock Series From Micro Data to Officially Released Series

As Elsby et al. (2015) points out, considering that around 50% of unemployed transition to employ-
ment or inactivity on average each month (see Table 3 or Table 4), recorded transitions are likely to
miss an intervening spell in unemployment. Moreover, Feldstein (1975) shows that workers on lay off
account for a substantial share of unemployed (around 26% according to Table 2) and are expected to
be recalled within thirty day. These unemployed could potentially also contributes to missing EUE

13This not fully correct for unemployed who need to have made a search effort in the four weeks prior to the interview
and be currently available to take a job.
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transitions. Using a different data source (the Survey of Income and Program Participation (SIPP) for
the period 1984-1985), Ryscavage (1989) finds that around 10% of unemployed individuals experienced
an unemployment spell shorter than one month. This transition would thus be missed by the CPS.
Furthermore, there could be a skill dimension to the Time Aggregation bias. Intuitively, workers in
low skill occupations are likely to experience more labor market transitions than those in high skill
occupations which would result in a higher number of missed transitions for these workers.
A last remark on this topic regards the fact that most of the previously mentioned papers adopt a
2 states framework (E and U). Their focus is therefore on missed EUE and UEU transitions. As
pointed by Shimer (2012) and Elsby et al. (2015), in a 3 states framework, transitions involving inac-
tivity (IUE or EUI transitions) could also be subject to this Time Aggregation bias.

All the issues which have been presented above are adjusted in the following sections in 2 steps.
Firstly, the adjustments for the 1994 redesign, classification changes and population revisions are pre-
sented in Section 3. Secondly, corrections for the Margin of Adjustment and the Time Aggregation
bias rely on a different framework, which is presented as part of a second step in Section 4.

3 A Framework for Seasonality, Outliers and Intervention Effects

Missing values, outliers and seasonality are issues found in most time series and are usually dealt with
the X-12ARIMA procedure used by the Census Bureau or the TRAMO-SEATS procedure developed
by the Bank of Spain.14 These 2 procedures correct time series and perform the seasonal adjustment
in 2 steps. First, the series are corrected for deterministic effects such as trading days, holidays, or any
other interventions that could affect the series. An outlier detection procedure is also carried out during
this first step. Secondly, the seasonal adjustment is performed using moving averages (X-12ARIMA)
or an unobserved component model (TRAMO-SEATS ).

These 2 methods are widely used and effective, but they are not fully able to adjust the problems
at hand here. In particular, the 1994 redesign generates a potential change in the variance of some
stock and flow series. This effect cannot be addressed by these 2 procedures which only allow for the
correction of deterministic effects such as a change in mean or trend. Furthermore, having to correct
56 series that are not equally affected by the issues presented in Section 2.2, makes it worth developing
a set-up flexible enough to adjust each series individually.

In the next section, I develop a framework based on Unobserved Component (UC) models (Harvey
(1990), Durbin and Koopman (2012)) rather than Autoregressive Integrated Moving Average (ARIMA)
models which are used in the first step of the X-12ARIMA and TRAMO-SEATS procedures. Compared
to ARIMA models, UC models present the advantage of not relying on the assumption of stationarity.
In this way, the transformation of the series, usually taking differences, can be avoided and, thereby,
the potential loss of information coming from these transformations can be prevented. Furthermore,
UC models are based on a structural decomposition in which all components are modelled to capture
specific aspects of the observed series. The framework presented in Section 3.1 also allows for the exe-
cution of the seasonal adjustment in one step, which would not be possible using the X-12ARIMA and
TRAMO-SEATS procedures. Moreover, UC model rely on the Kalman Filter and Smoother which
allows for a straightforward account of missing values. Diagnosis tests to assess the performance of a
given specification can be constructed from the output of the filter which in turn permits the detection
of outliers without requiring extensive additional computations. For a more detailed discussion on the
advantages of UC models, the reader is referred to Durbin and Koopman (2012).

14See www.census.gov for the X-12ARIMA procedure (actually X-13 now) and www.bde.es for the TRAMO-SEATS
one.
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3.1 An Unobserved Component model

In UC models, the baseline specification decomposes the univariate series (yt) into a mean (µt), a
seasonal (γt) and an irregular component (εt). To this standard decomposition, I add an additional
component χt to capture the effect of the 1994 redesign and the effects of exogenous variables (Xt)
collected in the vector β. These exogenous variables are meant to capture the effects of classification
and population changes:

yt = µt + γt + εt + χt +Xtβ (2)

with

µt = µt−1 + νt + ηµ,t, ηµ,t ∼ N (0, σ2µ) (3)

νt = νt−1 + ην,t, ην,t ∼ N (0, σ2ν) (4)

γt = −
11∑
k=1

γk,t + ηγ,t, ηγ,t ∼ N (0, σ2γ) (5)

The mean and trend components µt and νt, are both assumed to evolve according to random walks.
As pointed by Durbin and Koopman (2012), setting σ2ν = 0 implies νt = νt−1 = ν which corresponds
to a deterministic linear trend. The seasonal component γt is modelled as dummy variables for each of
the twelve months plus a random noise ηγ,t that allows the seasonal component to vary over time. This
specification ensures that the expected value of the sum of the seasonal effect over a year is zero.15

For the irregular component εt, I assume an ARMA(p, q) specification:

εt =

p∑
j=1

ρjεt−j + ηε,t +

q∑
j=1

θjηε,t−j , ηε,t ∼ N (0, σ2ε). (6)

In UC models, the irregular component is usually assumed to be a simple white noise (p = q = 0).
However, this specification can leave some autocorrelation in the residuals.16 It is therefore useful to
allow for an ARMA specification to capture this autocorrelation. The random noises ηµ,t, ην,t, ηγ,t and
ηε,t are assumed to be uncorrelated.

The effect of the 1994 break is modelled as an ARMA(pχ, qχ) process with mean which affects
the series from 1976 to 1993. This assumption allows to account for changes in the variance that could
affect some series. In Section 2.2, it was also mentioned that the 1994 break could potentially have an
effect on the trend. To capture this aspect, I allow the mean to evolve as a random walk with a linear
trend:

χt = µχ,t + εχ,t (7)

µχ,t = µχ,t−1 + νχ + ηµχ,t, ηµχ,t ∼ N (0, σ2µχ) (8)

εχ,t =

pχ∑
j=1

ρχ,jεχ,t−j + ηεχ,t +

qχ∑
j=1

θχ,jηεχ,t−j , ηεχ,t ∼ N (0, σ2εχ) (9)

The disturbances ηµχ,t and ηεχ,t are assumed to be mutually uncorrelated.
The effects of classification and population changes are modelled using dummy variables. Classifi-

cation changes are assumed to generate a transitory effect on the mean of the series. These effects are
therefore captured by variables, taking the value 1 when the classification is active (e.g. 1976-1982)
and 0 otherwise. The 1992-2002 classification used by Autor and Dorn (2013) to build their panel of
occupations is assumed to be the reference classification. On the other hand, population changes are

15This restrictions is one way to ensure identification of this component w.r.t to the mean component. See Harvey
(1990).

16For instance outliers, residual seasonality or the presence of a cycle could explain why some autocorrelations could
be left in residuals.
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modelled as permanent change in the mean of the series (or level shift). This implies the addition
of exogenous variables taking the value 1 from the period when the population adjustment happens
onwards.17 One exception regards the 1976-79 population change. This effect is likely to originate from
the population adjustments of the 80’s that led to the revision in series from 1980 (and not from 1976).
To capture this effect, I model an additional transitory change in the mean over this specific period.
Furthermore, it should be noted that without additional restrictions (discussed in Section 3.3.2), it is
not possible to disentangle the classification effect from the population effect taking place in 2003. As
a result, only one exogenous variable captures both effects. Finally, the impact effects generated by
classification and population changes on gross flow series are captured by variables taking the value 1
for the month in which the change occurs (e.g. January 1983 for the first classification change) and 0
otherwise.

Model (2)-(9) constitutes the general specification and in practice, a simplified version of this set-
up is generally be estimated. As an example of specification and for most series exhibiting a change
in their variance prior and after 1994, assuming a constant mean plus noise for the 1994 component
χt (pχ = qχ = 0) and an autoregressive process for the irregular component (p 6= 0 and q = 0) will be
enough to correct these series.

Model (2)-(9) can then be written in state space form and estimated using the Kalman Filter:

yt = Ztαt (10)
αt+1 = Ttαt +Rtηt , ηt ∼ N (0, Qt). (11)

The fact that some of the components are non-stationary (e.g. the mean component in (3)) implies that
the standard recursions cannot be initialized in the usual manner through the use of the unconditional
mean and variance for αt. I will use the Augmented Kalman Filter of De Jong (1991) to account for
the non-stationarity of some of the state variables. All these specificities are discussed in more details
in Appendix A.2.1 through A.2.3.

3.2 Outlier Detection

In the context of time series, outliers can generate a substantial bias on estimated parameters through
their impact on the autocorrelation function of the data. As a result, locating and correcting outliers
is an important step when working with time series (see Fox (1972), Tsay (1988) or Chen and Liu
(1993)). Both X12-ARIMA and TRAMO-SEATS implement an outlier detection procedure inspired
by the work of Chen and Liu (1993). However, their proposed procedure is developed within the
ARIMA framework and it does not fit directly into the UC framework.

De Jong and Penzer (1998) demonstrate how outliers can be detected through a simple modification
of the state space (10)-(11) by introducing shocks to both equations. The attractive feature of the
framework developed by De Jong and Penzer (1998) is that the potential effect of an outlier can be
estimated directly from the output of the Kalman Filter and Smoother (see Appendix A.2.2 for the
Kalman Smoother). Furthermore, it is possible to perform several tests to check for the statistical
significance of the estimated effects and an analogue to the standard t-statistics can be used to select
outliers. All the relevant derivations and proofs can be found in the work of De Jong and Penzer
(1998). These statistics can be computed for all time periods and for various types of outliers which
leads to 2 common problems in outlier detection.

First, I need define which types of outliers are to be considered in the analysis. I follow the
literature and consider additive outlier (AO), level shift outlier (LS) and outliers to the seasonal
component. AO and LS capture, respectively, a one time and a permanent change in the series (see
Chen and Liu (1993)).18 For seasonal outliers, I follow Penzer (2006) who present an application of

17The assumption of a transitory or permanent change in the mean of the series can be relaxed by adding a random
component to these effects. A change in trend could also be captured by adding a trend break.

18These 2 outliers are also considered in the X12-ARIMA procedure.
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the framework developed by De Jong and Penzer (1998) to seasonal series. He considers shocks to each
of the seasonal dummies individually. Overall, for each period t in the sample, 13 statistical tests are
performed (AO, LS and the 11 seasonal components).

The second issue relates to the identification of the number, the type and the location of the
potential outliers. One way to proceed is to use an iterative procedure as proposed by Chen and Liu
(1993). This procedure allows for the joint estimation of the model’s parameters and the effects of
potential outliers through 3 stages. In the first stage, outliers are found starting from the first period
in the sample (t = 1) and the t-statistics are computed for all type of outliers (AO, LS and seasonals).
If the maximum of these t statistics is greater than some predefined critical value C, there is the
possibility of an outlier. This first stage serves to identify the number, date and type of potential
outliers one by one. In the second stage, the potential outliers found in stage 1 are estimated jointly
and those with a t statistics smaller than C are removed one by one, starting with the smallest and
re-estimating parameters each time an outlier is removed. In the third stage, the first 2 stages are
repeated until no outliers are found. This section only sketches the main aspects of the outlier detection
procedure and more information and details can be found in Appendix A.2.4.

3.3 Estimation and Diagnostic Checks

3.3.1 Specification and Diagnosis tests

The log likelihood function can be evaluated through one run of the Augmented Kalman Filter pre-
sented in Appendix A.2.2. For most series, a multiplicative model is assumed by specifying the depen-
dent variable in log. An additive model (dependent variable in level) is assumed for series exhibiting
a change in trend before and after 1994 (e.g. EhEm, EmEl or ElEm in Figure 2). All corrected series
(and their log difference) are then visually inspected and I look for a specification of model (2)-(9)
leading to no autocorrelation and normality of the innovations, vt = yt − Ztat (see equation (10)).

In order to determine the specifications for the irregular component (6) and for the 1994 redesign
component (7)-(9), I start by estimating a simpler version of model (2)-(9) with the irregular component
assumed to be a white noise (p = q = 0) and the 1994 redesign component χt, a constant (pχ = qχ = 0,
σ2εχ = 0 and σ2µχ = 0) without trend. Once this specification has been estimated, I perform the above
mentioned tests as well as a heteroskedasticity test on the innovations by splitting the sample in 1994.
Doing so can provide indication on whether the specification captures the potential effect of the 1994
break on the variance of the series. The starting specification is then adjusted according to the test
results. If there is potentially autocorrelation in the innovations, I add AR and/or MA terms to the
irregular specification (6). If the innovations show signs of heteroskedasticity, I adjust the specification
for the 1994 components. For most series failing this test, it suffices to allow for a mean plus noise
specification. For some other series (like EmEl in Figure (2)), a (linear) trend must be added to the
specification of the 1994 redesign component. If some problems still persists, I attempt to adjust the
critical value C to check whether any (additional) outliers can be detected.

When a satisfactory specification has been obtained, the corrected series is computed by subtract-
ing from the original series, the Kalman Smoother estimates for the seasonal components, the 1994
redesign and the classification and population changes.19 The effects of classification and population
changes are subject to a different selection process discussed in the following section.

19For some series estimated using an additive model, the 1994 component is, in a very few cases, quite large leading
to over smoothed corrected series before 1994. One way to avoid this problem is to allow for a correlation between the
disturbances of the irregular components (6) and (9).
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3.3.2 Estimating Classification and Population effects

As described in Section 3.1, classification and population effects are modelled as temporary or per-
manent changes in the level of series. This implies that caution is warranted with regard to the
estimated results as these could capture a change in mean resulting from factors unrelated to classifi-
cation/populations changes.20 A second reason for treating the results with care regards the number
of effects which have to be estimated, in particular for flow series. If all population changes reported
by the BLS are corrected, there is a total of 16 effects to estimate (2 classifications + 13 populations
changes + 2003 change which is both a classification and a population change) for stock series. This
number doubles for gross flows, since additional impact effects have to be estimated for these series.

In order to ensure that the estimated effects actually capture classification/population changes, I
try to exploit additional information. I start by checking the individual statistical significance of each
effect by computing t-statistics similar to the ones used for outliers in Section 3.2. However, using only
statistical tests is not enough to determine whether a given classification or population change does
or does not affect a series. In particular, the statistical power of a tests is influenced by many factors,
such as the sample size or the magnitude of the estimated effects, and type II errors (failing to reject
the null hypothesis of no effect while it is wrong) cannot be ruled out.

To reinforce the belief that I actually correct population and classification, I use information
provided by the BLS on the impact of population adjustments on employment, unemployment and
inactivity. These estimates are usually based on computing labor market statistics applying the new
population weights in the month prior to their introduction (usually December) and comparing these
with the results obtained with the old population weights. These estimates from the BLS can be used
to indicate the likely sign and magnitude of the population changes.

Furthermore, I exploit the fact that for employment, classification changes constitute a reallo-
cation between occupation groups (i.e. between Eh, Em and El) that leave the aggregate level of
employment (i.e. E = Eh + Em + El) unchanged. This fact can be inferred from Figure 5, since the
ratio of the micro data series (E = Eh + Em + El) to the officially released series is close to 1 except
for periods associated with population changes (1976-79 and 2000-2003). For unemployment, Figure
5 could suggests a potential effect of the 1976-1982 classification.21 For inactivity, Figure 5 shows no
effect of classification as it should be the case.

This additional information implies that I can start to estimate population changes from ag-
gregate series as these series should not be affected by classification changes. Subsequently, I can check
their statistical significance and whether their signs and magnitudes are consistent with those reported
by the BLS. The estimates that are not consistent are discarded. This lowers the number of population
effects and allows to select those that are significant and/or consistent with the BLS estimates. The
selected effects are then estimated at the occupational level with classification changes. For classifica-
tion changes, I further check that estimated effects compensate each other across occupation group of
a given state. For instance, if I estimate an increase in El for a specific classification, a similar decrease
in Eh and/or Em must be obtained to ensure that the aggregate employment level is left (almost)
unchanged.22 I also check the statistical significance of these effects. Similarly to population changes,
classification estimates that would lead to inconsistencies are discarded.

Once the populations and classifications effects have been estimated, I perform some checks by
comparing the estimates from correcting aggregate series (e.g. E) with those obtained at the disaggre-
gated level (e.g. E = Eh+Em+El). This selection process is applied to both stock and flow series. Fur-
thermore, I check that estimates for stock series are consistent with those obtained for flow series. This

20An example of such factors could be a recession. For instance, the 1976-1982 classification affect series for 7 years,
2 of which corresponds to the double dip recessions of 1980.

21This effect can be seen more easily from Figure 13 in Appendix A.2.5 which presents this selection process in more
details.

22Note that this restriction could be used to disentangle the population and classification effects happening both in
January 2003. However, this would require switching to a multivariate framework.
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is done by exploiting the fact that the sum of gross flows at time t from a given state should be equal to
the stock of this state in period t−1 (e.g. Eht−1 = EhEht +EhEmt +EhElt+E

hUht +EhUmt +EhU lt+E
hIt).

The results of this selection process are presented in detail in Appendix A.2.5. From these results,
I correct the 1976-79, 1990, 2000 and 2003 population changes23 as these appear to be the changes
statistically significant and/or in line with the BLS results. Moreover, these population updates cor-
respond to the largest ones according to the BLS. For classification changes, I correct the 1976-1982
and the 2003 classification changes. There is no variable meant to capture the 1983-1991 classification
change which is line with the observations made by Cortes et al. (2016) on the fact that the 1983
change was a major one (compared to the period 1976-1982) whereas the change from the 1983-1991
classification to the 1992-2002 one (which serves as reference) was a minor one. Note that these effects
are not estimated for all series by occupations. In particular, the 1990 population revisions and the
1976-82 classification change are usually not considered in the specification of high skill stocks and
flows as these effects are estimated to be close to 0 (or of the wrong sign). See Appendix A.2.5.

It is worth emphasizing that all these efforts are undertaken to ensure that no differences and in-
consistencies between adjusted series are created by correcting estimated effects that could be capturing
other factors affecting series. This does not imply that all the effects related to the issues presented in
Section 2.2 are corrected but those found to be important (statistically significant) and in accordance
with external evidences are. Furthermore, the framework presented so far could be extended and it
should be noted that a pre-treatment of the data in the line of Moscarini and Thomsson (2007) could
also be applied before these corrections are performed.

3.4 Corrected Series

This section discusses the estimation results obtained for the 1994 redesign, and the classification and
population changes. These results are displayed in Table 5 for stocks and in Tables 6 and 7 for flows.
These tables show effects that need to be subtracted from the original series. Thus, a negative sign
implies that the original series increases. Effects are computed by taking their average values over
the time period during which they affect series (e.g the average effect over the time period 1976-1982
for the first classification change, over 1976-1994 for the CPS redesign, ...) and expressed in millions.
Note that classification changes, population revisions and the 1994 redesign effects are not estimated
for all series. See Appendix A.2.5. These tables also display the effects obtained by directly correcting
aggregate stock and flows. As explained in the previous section, these aggregate series are used to
compare estimates with those obtained from disaggregated series. Furthermore, some evidences on
aggregate series are available for the 1994 redesign from the work of Polivka and Miller (1998) for
stocks, and Abraham and Shimer (2001) and Cortes et al. (2016) for flows. Figures 6, 7 and 8 exhibit
a subset of the corrected series for stocks and flows and Figure 9 plots stocks normalized by total
population and computed from the corrected stocks series:

eistock =
Ei

Eh + Em + El + Uh + Uh + Um + U l + I

uistock =
U i

Eh + Em + El + Uh + Uh + Um + U l + I

(12)

with the employment to population ratio e = eh + em + el.

23Note that for the 2000 population change, the correction is performed by simply applying the unrevised weights
available in the CPS micro data for this period. Hence, there is no need to model an additional permanent change for
this population change.
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The same stocks can be obtained from corrected gross flow series:

eiflows =

∑
Eij∑

Ehj +
∑
Emj +

∑
Elj +

∑
Uhj +

∑
Uhj +

∑
Umj +

∑
U lj +

∑
Ij

uiflows =

∑
U ij∑

Ehj +
∑
Emj +

∑
Elj +

∑
Uhj +

∑
Uhj +

∑
Umj +

∑
U lj +

∑
Ij

(13)

Additional details on the specifications retained for all series, the tests carried out and the outlier
detection can be found in Appendix A.2.6.

Stock Redesign Classification Population Classif. and pop.

1976-93 1976-82 1976− 79 1990 2003-10

Aggregate

E - - −1.62∗∗∗ 0.98∗∗∗ 3.19∗∗∗

U −0.59∗∗∗ 0.3∗ −0.43∗∗∗ 0.07 0.13
I 0.4 - −1.42∗∗∗ - 1.75∗∗∗

Skills

Eh −0.17 - −0.65∗∗∗ 0.07 −1.85∗∗∗

Em −0.25 1.27∗∗∗ −0.36∗ 0.11 3.33∗∗∗

El 0.4∗ −1.2∗∗∗ −0.43∗∗ 0.68∗∗ 1.27∗∗∗∑
Ej −0.01 0.07 −1.43 0.86 2.75

Uh −0.04 - −0.01 - -
Um −0.1 0.26∗∗∗ −0.22∗∗ 0.07 0.18

U l −0.54∗∗∗ - −0.2∗∗ - 0.19∑
U j −0.68 0.26 −0.43 0.07 0.36

Average effects of the 1994 redesign, the 1976-1982 classification change, the 1976-79 and 1990 pop-

ulation changes and the 2003 classification/population change over the periods during which they

affect series (e.g. 1976-1994 for the redesign). These are expressed in millions and such that they

are the quantities that need to be subtracted from the original series (a negative effect implies that

the series needs to be increased). ∗, ∗∗, ∗ ∗ ∗ indicate the significance level at 10%, 5% and 1%. A

"-" means that the effect was not included into the model specification.

Table 5: Stocks : 1994 Redesign, Classification and Population Changes.

Table 5 shows that the correction for the 1994 redesign increases unemployment, decreases inac-
tivity and leaves the employment level unchanged. The adjustment for unemployment originates from
low skill unemployment and the results for employment point to a reallocation between low skill and
high/medium skill occupations.

These observations are in line with the results reported by Polivka and Miller (1998) who find
increases in terms of employment after the redesign in the manufacturing industry (middle skill) and
in the finance, insurance and real estate industries (high skill).24 Moreover, they point to significant
decreases of employment in the construction and the transportation and utilities industries (low skill).
They also find an increase in unemployment of 9% in the service industry (low skill) after the redesign.
In addition, Polivka and Miller (1998) show that after the redesign, the share of New Unemployed

24Polivka and Miller (1998) results are based on the administration of a parallel survey from July 1992 to December
1993 using the new questionnaire to be introduced in 1994, and using the old questionnaire from January 1994 to may
1994. Note that industries do not correspond perfectly to occupations but, for instance, the manufacturing industry
is likely to have a high share of middle skill occupation jobs. Polivka and Miller (1998) also give results in terms of 6
occupational groups but these differ from the ones presented in Table 1.
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Entrants in total unemployment dropped by approximately 40%. This decrease is mostly compensated
by an increase in Re-Entrants for which information on occupation is available. Therefore, the decrease
in the number of New Unemployed Entrants after 1994 implies that the pool of unemployed with an
occupation code increases and it is required to increase unemployment over the 1976-1993 time period
to account for this change. Moreover, the increase in unemployment in the service industry reported by
Polivka and Miller (1998) is consistent with the significant increase in low skill unemployment shown
in Table 5.
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Monthly population stocks in millions for the period Jan-1976 to Dec-2010. The corrected series are displayed
in blue and the original series in red. The estimated seasonal component is also removed from the original
series. Shaded areas show recessions periods as defined by the NBER.

Figure 6: Corrected Stocks
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The decrease in the number of New Unemployed Entrants also explains why the percentage adjust-
ment in the aggregate unemployment rate is much greater (not displayed in Table 5 but equal to 8%
on average) than reported by Polivka and Miller (1998) who find a non significant increase of around
1%. In order to provide further support to the estimated effects obtained in this paper, I also down-
loaded the seasonally unadjusted unemployment rate series from the BLS website. I then estimated
a multiplicative UC model assuming that the 1994 redesign χt, is simply a constant and without any
classification and population changes (see Section 3.1). The estimate for the 1994 redesign indicates
a 4.1% increase in the unemployment rate after the redesign with a t-statistic of -1.89. This estimate
is still slightly greater than found by Polivka and Miller (1998) but consistent with their findings, the
effect is only statistically significant at a level of 10% or more.25 Polivka and Miller (1998) also estimate
a significant increase in the employment to population ratio and in the labor force participation rate
of 0.5% and 0.6% while I find an average decrease of .1% in the employment to population ratio and
an average increase of .4% in the labor force participation rate. The decrease in the employment to
population ratio stems only from the large increase in unemployment since the decrease in inactivity
has a positive effect on the employment to population ratio.

For classification and population changes, Table 5 shows that estimated effects vary in signs and
magnitude between occupations. This suggests a non proportional effect of classification and popula-
tion changes on occupation-specific series and highlights the relevance of performing these corrections.
The 1976-82 classification change leads to a reallocation between middle and low skill employment while
the adjustment on unemployment affects only middle skill occupations (see See Appendix A.2.5). With
regard to population changes, the 1976-79 and 1990 changes have larger effects on, respectively, high
and low skill employment. The 1990 population effect is modelled for high skill employment but the
average effect reported in Table 5 is quite small. Consistent with the evidence displayed in Figure 1,
the 2003 classification and population change results in an increase of high skill employment and a
decrease in middle/low skill employment. The net effect of these corrections is however, a bit smaller
than the estimate obtained from aggregate series for employment (2.75 vs 3.19 millions on average)
but higher for unemployment (0.36 vs 0.13 millions).

Turning to gross flows from employment (Table 6), the aggregate results indicate that the 1994
redesign has a significative effect on EE and EI flows which both need to be increased by 2 and 0.29
millions on average from 1976 to 1993. The sum of this effect (-2.33 millions) should correspond to
around 70% of the effect found for the employment stock since Et−1 = EEt + EUt + EIt and 30%
of the CPS sample is loss due to the matching required to compute flows. However no effect of the
redesign is estimated for the aggregate employment stock and for stocks by occupations, the estimated
effects compensate each other such that the net effect is close to 0 too (Table 5). This difference can
be understood from Figure 4 which shows that stocks obtained from flows represent around 65% of
actual stocks before 1994 and around 70% after. The larger increase in flow series brings the percentage
before 1994 to 70% consistent with what is observed after 1994. The population changes of 1990 and
2003 are only estimated for EE gross flows whereas the 1976-79 correction results in an increase in
both the EE and EU gross flows.

For employment flows by occupation, the correction for the 1994 redesign leads to a decrease
in flows between different occupations (e.g. in EhEm, EhEl, EhUm ...) mostly compensated by an
increase in flows to the same occupations (EhEh, EhUh ...). This correction likely captures the effect
of the dependent interviewing technique which reduced spurious transitions between occupations after
1994. The increase in the EE gross flow originates primarily from middle and high skill occupations.
This is consistent with the results obtained for stocks which show increases in high and middle skill
employment. The increases in flows to inactivity are significant for all occupations. The 1976-1982
classification change implies a decrease in flows from middle skill employment, and an increase in

25These results are not reported in this paper but are available. Furthermore, I seasonally adjust this unemployment
rate series from the BLS and compare the resulting series with the official seasonally adjusted series released by the
BLS. Figure 18 in Appendix A.2.7 shows that both series are very similar which suggests that the seasonal adjustment
procedure applied in this paper does not lead to inconsistent results.
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flows from low skill employment. However, the net effect for this correction (0.22=-0.06+0.93-0.65) is
marginally positive whereas it is zero for employment stocks. For population revisions, the 1976-79
correction has larger effects on high skill flows, the 1990 correction affects mostly lows skill flows and
the 2003 classification/population change increases flows from high skill employment and decreases
those from middle/low skill employment.

Flows Redesign Classification Population Classif. and pop.

1976-93 1976-82 1976− 79 1990 2003-10

Aggregate

EE −2∗∗∗ − −1.1∗∗∗ 0.43 2.1∗∗∗

EU −0.04 0.11∗∗ −0.25∗∗∗ − −
EI −0.29∗∗∗ − −0.01 − −∑
Ej −2.33 0.11 −1.36 0.43 2.1

Skills

EhEh −3.2∗∗∗ − −0.46∗∗∗ − −1.2∗∗∗

EhEm 1.6∗∗∗ − − 0.02 −
EhEl 0.83∗∗∗ −0.06∗∗ − − −
EhUh −0.03∗∗∗ − −0.01 − −
EhUm 0.02∗∗ − −0.01∗ − −
EhU l 0.02∗∗∗ − − − −
EhI −0.06∗∗∗ − − − −0.05∗∑
Ehj −0.83 −0.06 −0.48 0.02 −1.25

EmEh 1.6∗∗∗ − −0.13∗∗∗ 0.08 −
EmEm −4∗∗∗ 0.88∗∗∗ − − 2.4∗∗∗

EmEl 1.1∗∗∗ −0.05 −0.04 − −
EmUh 0.02∗∗∗ − −0.01∗∗∗ − −
EmUm −0.11 0.09∗∗∗ −0.05∗∗ − −
EmU l 0.03 0.01∗ −0.01∗ − −
EmI −0.12∗∗∗ − − − −∑
Emj −1.48 0.93 −0.23 0.08 2.4

ElEh 0.79∗∗∗ −0.07∗∗ − − −
ElEm 1.1∗∗∗ −0.03 − − 0.01

ElEl −2.1∗∗∗ −0.56∗∗∗ −0.15 0.28 0.63∗∗

ElUh 0.01∗∗∗ − −0.01∗∗∗ − −∗∗
ElUm 0.05∗∗∗ − −0.01∗∗ − −
ElU l −0.08∗∗∗ − −0.14∗∗∗ 0.03 −
ElI −0.09∗∗ − − − 0.02∑
Elj −0.31 −0.65 −0.31 0.31 0.67

Average effects of the 1994 redesign, the 1976-1982 classification change, the 1976-79 and 1990 pop-

ulation changes and the 2003 classification/population change over the periods during which these

changes affect series (e.g. 1976-1994 for the redesign). These are expressed in millions and such that

they are the quantities that need to be subtracted from the original series (a negative effect implies

that the series needs to be increased). ∗, ∗∗, ∗ ∗ ∗ indicate the significance level at 10%, 5% and 1%.

A "-" means that the effect was not included into the model specification.

Table 6: Flows : 1994 Redesign, Classification and Population Changes (1)
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Figure 7: Corrected Flows (1)

For flows from Unemployment and from Inactivity (Table 7), the corrections for the 1994 redesign
leads to significant increases in all aggregate gross flows. These increases are in line with observations
made by Abraham and Shimer (2001) and Cortes et al. (2016) who claim that the 1994 redesign in-
creased flows between unemployment and inactivity. In particular, Abraham and Shimer (2001) adjust
their series by decreasing the UI flow rates by 3.15 percentage points (pp) after 1994 and compensating
this by an increase in the UU flow rates. Additionally, they decrease the IU flow rate by 0.34 pp after
1994 which they offset with a raise of the II flow rate.26 Similar computations using the results in

26Abraham and Shimer (2001) estimate regressions of detrended flow rates on detrented employment to population
ratio. They claim that the residuals from these regressions for flow rates between unemployment and inactivity change
levels after 1994. They then remove the average value of these residuals from the respective series.
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Table 7 imply that on average, the redesign raises the UI flow rate by 1.70pp and decreases the UE
and UU flow rates by 0.6pp and 1.1pp. Although the sign of the corrections are the same, the size
of the adjustment is smaller and this increase is compensated by a decrease in both the UE and UU
flow rates.27 This could come from the differences in methodology and/or samples due to the absence
of New Unemployed Entrants in my analysis. The estimated effects for flows from inactivity imply
average increases in the IU and IE flow rates of 0.46pp and 0.28pp respectively, which are offset by a
decrease in the II flow rate of 0.74pp. The effect for the IU flow rates is similar to the effect found by
Abraham and Shimer (2001) although the IE flow rate is also adjusted resulting in a larger decrease
in the II flow rate.
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Monthly gross flows in millions for the period Jan-1976 to Dec-2010. The corrected series are displayed in
blue and the original series in red. The estimated seasonal component is also removed from the original
series. Shaded areas show recessions periods as defined by the NBER.

Figure 8: Corrected Flows (2)

27Note that Abraham and Shimer (2001) correct the UI series after 1994 (by decreasing it), while the correction in
this paper is applied to the series before 1994 (by increasing it).
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Flows Redesign Classification Population Classif. and pop.

1976-93 1976-82 1976− 79 1990 2003-10

Aggregate

UE −0.17∗∗∗ 0.04 −0.13∗∗ 0.03 -
UU −0.36∗∗ 0.13 −0.09 - 0.08
UI −0.23∗∗∗ 0.01 −0.09∗ 0.02 0.1∑
Uj −0.76 0.19 −0.31 0.05 0.18

Skills

UhEh −0.01 - - - −0.01

UhEm −0.01 - - - −0.01

UhEl 0.00 - - - −0.00

UhUh −0.09∗∗∗ - - - -
UhUm 0.04∗∗∗ - −0.01 - 0.00

UhU l 0.02∗∗ - - - -
UhI −0.02∗ - −0.00 - 0.01∑
Uhj −0.05 - −0.01 - −0.01

UmEh 0.00 - −0.00∗∗ 0.00 -
UmEm −0.03∗ 0.03∗ −0.04∗∗ 0.01 -
UmEl −0.02∗ 0.01 − 0.01 -
UmUh 0.04∗∗ − −0.01 - 0.00
UmUm −0.16∗∗ 0.1 −0.07 - 0.05

UmU l 0.09∗∗∗ - - - -
UmI −0.1∗∗∗ 0.02 −0.04∗ 0.03 0.03∑
Umj −0.19 0.15 −0.16 0.05 0.09

U lEh 0.00∗∗∗ - −0.01∗∗∗ - -
U lEm −0.02∗∗∗ - - - -
U lEl −0.07∗∗∗ - −0.08∗∗∗ - -
U lUh 0.02∗ - - - -
U lUm 0.09∗∗∗ - −0.03∗∗ − 0.01∗∗∗

U lU l −0.43∗∗∗ - - − 0.1

U lI −0.12∗∗∗ - −0.05∗∗∗ - 0.05∑
U lj −0.53 - −0.17 - 0.15

Aggregate

IE −0.17∗∗∗ - - - −0.01
IU −0.22∗∗∗ - −0.03 - 0.05
II −0.77∗∗∗ - −1.4∗∗∗ - 1.6∗∗∗

Skills

IEh −0.02∗ - - - −0.02
IEm −0.05∗∗ 0.01 - - 0.02

IEl −0.09∗∗∗ - - - 0.02

IUh −0.02∗∗ - - - −0.03
IUm −0.1∗∗∗ - −0.02 - 0.02

IU l −0.09∗∗∗ - −0.02 - 0.06∗∑
Ij −1.14 0.01 −1.44 − 1.68

Average effects of the 1994 redesign, the 1976-1982 classification change, the 1976-79 and 1990 pop-

ulation changes and the 2003 classification/population change over the periods during which these

changes affect series (e.g. 1976-1994 for the redesign). These are expressed in millions and such that

they are the quantities that need to be subtracted from the original series (a negative effect implies

that the series needs to be increased). ∗, ∗∗, ∗ ∗ ∗ indicate the significance level at 10%, 5% and 1%.

A "-" means that the effect was not included into the model specification.

Table 7: Flows : 1994 Redesign, Classification and Population Changes (2).
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The estimation results in terms of occupations are in line with the results obtained for stocks. The
correction for the 1994 redesign leads to larger increases for gross flows from low skill unemployment
and the 1976-1982 classification only decreases flows from middle skill unemployment. The 1976-79
population change seems to have a significant impact on the unemployment to employment (UE) gross
flow, particularly on the U lEl and UmEm gross flows. The 1990 and 2003 corrections only appear to
result in marginal adjustments to the original series. This matches the evidence presented in Table 5
which show no significant effects of these 2 population changes on unemployment stocks. The results
for gross flows from inactivity indicate that the 1994 redesign mostly affects flows to middle and low
skill occupations (both to employment and unemployment) as well as the II gross flow. The II gross
flow is also the one mostly affected by the population changes of 1976-79 and 2003.
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Figure 9: Stock vs Flows
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Overall, these results show that when working with occupation data from the CPS, the 1994 re-
design has a significant effect on unemployment stocks through the changes in the definition of New
Unemployed Entrants. This change in the composition of unemployment also significantly affect most
gross flow series from unemployment. The introduction of the dependent interviewing technique further
implies that the 1994 redesign has significant effects on flows from employment, in particular those
between occupations. The results obtained for aggregate flows between unemployment and inactivity
confirm the evidence in Abraham and Shimer (2001) on the impact of the 1994 redesign on these flows.
The results also suggests that the use of Autor and Dorn (2013) classification requires adjusting em-
ployment series (both stock and flows) while effects on unemployment series are usually small. A
reallocation between middle and low skill employment series has to be applied for the 1976-82 classifi-
cation and the 2003-10 change requires increasing high skill employment series and decrease middle/low
skill employment series. The 2003-10 classification change is also a large population revision which also
requires to decrease inactivity series. The 1990 population revision leads to an adjustment, mostly in
low skill employment stock and flows. From all the population revisions tested in this work, only the
1976-79 seems to have significant effects on all series of stocks and flows.

A last comment on these corrections regards the steps that were undertaken in order to obtain
estimated effects consistent between stocks and flows series. Figure 9 compares the stocks computed
from (12) to those obtained from (13) and based on gross flow series. This figure indicates that,
for unemployment and inactivity (expressed in terms of total population), the stocks computed from
corrected gross flows series are quite similar to the series obtained using corrected stocks. A slight
difference can be seen for middle and low skill employment series (of about 0.5pp on average between
flows and stocks series). This discrepancy primarily results from the estimates of 1994 redesign compo-
nent. The correction for this effect leads to a larger increase in low skill employment when computed
from gross flows than from the stocks and the opposite effect applies for middle skill employment.
However, the employment to population ratio (e = eh + em + el) displayed in the last row of Figure 9
is very similar regardless of whether it is computed from flows or stocks. Finally, the corrections for
the Margin of Adjustment implemented in the next section will make the series of flows and stocks
perfectly consistent.

4 Margin of Adjustment and Time Aggregation

In this section, I present the framework used to perform the last 2 corrections. The Margin of Ad-
justment correction was first studied by Abowd and Zellner (1985) and Poterba and Summers (1986)
which inspired the correction proposed by Elsby et al. (2015). I only have to adapt their 3 states
framework to the 7 states framework used in this paper. On the other hand, the correction for Time
Aggregation relies on the link between Discrete Time Markov Chain (DTMC) and Continuous Time
Markov Chain (CTMC). Most of the computations presented in the following sections can be found in
Norris (1997) and Elsby et al. (2015). From now on, I work with flow rates pijt and population stocks
expressed in terms of total population (see equation (12)) computed after the corrections of Section 3.

4.1 Discrete Time Markov Chains

Both the Margin of adjustment and the Time Aggregation corrections assume that labor market stocks
evolve according to a DTMC :

29





eh

em

el

uh

um

ul

i


t︸ ︷︷ ︸

st

=



pE
hEh pE

mEh pE
lEh pU

hEh pU
mEh pU

lEh pIE
h

pE
hEm pE

mEm pE
lEm pU

hEm pU
mEm pU

lEm pIE
m

pE
hEl pE

mEl pE
lEl pU

hEl pU
mEl pU

lEl pIE
l

pE
hUh pE

mUh pE
lUh pU

hUh pU
mUh pU

lUh pIU
h

pE
hUm pE

mUm pE
lUm pU

hUm pU
mUm pU

lUm pIU
m

pE
hU l pE

mU l pE
lU l pU

hU l pU
mU l pU

lU l pIU
h

pE
hI pE

mI pE
lI pU

hI pU
mI pU

lI pII


t︸ ︷︷ ︸

Pt



eh

em

el

uh

um

ul

i


t−1︸ ︷︷ ︸

st−1

with eh + em + el + uh + um + ul + i = 1, Pt the 7 × 7 discrete time transition matrix (or stochastic
matrix) and pijt the flow rate from state i to state j. In a more compact notation, we have:

st = Ptst−1

pijt ≥ 0

piit = 1−
∑
j 6=i

pijt

4.2 Margin of Adjustment

This correction is used to obtain flow rates p̃ijt , consistent with the evolution of the stock st. Elsby
et al. (2015) propose to perform the required adjustment through a constrained minimization problem.
Defining the 42 × 1 vectors of corrected and original flow rates p̃t and pt,28 we have the following
minimization problem:

min
p̃t

(p̃t − pt)′W−1t (p̃t − pt)

subject to

∆st = At−1p̃t,

p̃t ≥ 0

To derive the constraints, we can use the fact that piit = 1−
∑

j 6=i p
ij
t to write the DTMC as:
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(14)

28The length of the vector is 42× 1 since we have piit = 1−
∑
j 6=i p

ij
t .
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and we can then rework this expression29 to obtain the 7× 42 matrix At−1:

At−1 =



−eh︸︷︷︸
1×6

em 0︸︷︷︸
1×5

el 0︸︷︷︸
1×5

uh 0︸︷︷︸
1×5

um 0︸︷︷︸
1×5

ul 0︸︷︷︸
1×5

i 0︸︷︷︸
1×5

0 eh 0︸︷︷︸
1×4

−em︸︷︷︸
1×6

0 el 0︸︷︷︸
1×5

uh 0︸︷︷︸
1×5

um 0︸︷︷︸
1×5

ul 0︸︷︷︸
1×5

i 0︸︷︷︸
1×4

... . . .
...

0︸︷︷︸
1×5

eh 0︸︷︷︸
1×5

em 0︸︷︷︸
1×5

el 0︸︷︷︸
1×5

uh 0︸︷︷︸
1×5

um 0︸︷︷︸
1×5

ul −i︸︷︷︸
1×6


t−1

For the weighting matrix Wt, Elsby et al. (2015) propose to use the following block matrix:

Wt =



WEh 0 0 0 0 0 0
0 WEm 0 0 0 0 0

0 0 WEl 0 0 0 0

0 0 0 WUh 0 0 0
0 0 0 0 WUm 0 0

0 0 0 0 0 WU l 0
0 0 0 0 0 0 W I


t

where W i
t are 6 × 6 matrices obtained by using the Multinomial distribution assumption (see Sec-

tion 2.1). WEh
t for instance, is given by:

WEh
t =



pE
hEm(1− pEhEm) −pEhEmpEhEl −pEhEmpEhUh −pEhEmpEhUm −pEhEmpEhU l −pEhEmpEhI

−pEhElpEhEm pE
hEl(1− pEhEl) −pEhElpEhUh −pEhElpEhUm −pEhElpEhU l −pEhElpEhI

−pEhUhpEhEm pE
hUhpE

hEl pE
hUh(1− pEhUh) −pEhUhpEhUm −pEhUhpEhU l −pEhUhpEhI

−pEhUmpEhEm pE
hUm(1− pEhEl) −pEhUmpEhUh pE

hUm(1− pEhUm) −pEhUmpEhU l −pEhUmpEhI

−pEhU lpEhEm pE
hEl(1− pEhEl) −pEhElpEhUh −pEhElpEhUm −pEhElpEhU l −pEhElpEhI

−pEhIpEhEm pE
hEl(1− pEhEl) −pEhElpEhUh −pEhElpEhUm −pEhElpEhU l −pEhElpEhI


t

Eht−1

These quantities correspond to the variance-covariance matrix of flow rates computed from equation
(1). As pointed by Elsby et al. (2015), this adjustment will only have a marginal impact on flow rates.

4.3 Time Aggregation bias

As is explained in Section 2.2, the Time Aggregation bias originates from the discrete nature of data
collection. In a 2 state framework, Kaitz (1970) and Perry et al. (1972) show that it is possible
to use unemployment spells with a duration smaller than 1 month to recover corrected weekly flow
rates. Shimer (2012) proposes a continuous time set-up and uses the same intuition as Kaitz (1970)
and Perry et al. (1972) to obtain hazard rates through short term unemployment spells. He further
extends his framework to include a third state (inactivity) and proposes a correction also used by Elsby
et al. (2015). This correction relies on the connection between Discrete and Continuous Time Markov
chains.

29For instance the first line of (14) leads to ∆eht = −
∑
i6=Eh p

Ehieht−1 +pE
mEhemt−1 +pE

lEhelt−1 + · · ·+pIE
h

iht−1. Using
the vector p̃t, we can write this equation in vector form as [−eh − eh − eh − eh − eh − eh em 0 0 0 0 0 el 0 . . . ]t−1p̃t.
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4.3.1 Discrete and Continuous Time Markov Chains

A CTMC can be defined in the following way:

ṡ = Fst

with Ft, the 7× 7 infinitesimal generator matrix of the CTMC satisfying

0 ≤ −f iit ≤ ∞
f ijt ≥ 0∑
j

f ijt = 0

where f ijt are instantaneous transitions rates (hazard rates) of moving from state i to state j and
f it ≡ −f iit can be interpreted as the staying rate in state i.

The question of whether a valid and unique generator matrix Ft can be obtained from discrete
time transitions is called the embeddability problem and is an issue tackled in many areas of science.
In theory, there exists a tight link between the stochastic matrix Pt and the generator matrix Ft.
More specifically, the transition probabilities associated with the continuous time process over the
time interval n ∈ [0; T ] have to satisfy the following differential equations (see Norris (1997)):

Ṗt(n) = Pt(n)Ft

with Pt(0) = I the identity matrix and Pt(n), the discrete time transition matrix for month t over the
interval of time n ∈ [0; T ]. Note that in this paper, the unit of time is a month which implies that
month t ends when n = 1.30 Thus Pt(1) is the discrete time transition matrix at the end of month t
which is the transition matrix computed from the data, Pt. These differential equations are known as
the Chapman-Kolmogorov equations and have solution Pt(n) = eFtn (see Norris (1997)). They imply
that at the end of month t (or n = 1), Pt is equal to the matrix exponential of Ft. Therefore, the
matrix of hazards rates Ft can be obtained by computing the logarithm of the discrete time matrix
Pt. Provided that the eigenvalues of Pt are positive, real and distinct, this can be achieved through
an eigenvalue decomposition Pt = VtDtV

−1
t with Dt the diagonal matrix of eigenvalues, taking the

log of the eigenvalues and computing the generator matrix using these modified eigenvalues and the
eigenvectors Vt. This is the solution pursued by Shimer (2012) and he further proposes to compute the
corrected transition probabilities as p̂ijt = 1− e(−f

ij
t ). These quantities correspond to the probabilities

of moving from state i to j given that no transitions to other states are observed (see Shimer (2012)).

However, I cannot implement the eigenvalue decomposition of the matrix Pt since complex eigen-
values are obtained for specific periods.31 Israel et al. (2001) show that it is possible to circumvent
this issue and approximate the generator matrix through the following infinite sequence:

Ft = Pt − I +
(Pt − I)2

2
+

(Pt − I)3

3
+ . . . (15)

This sequence does not guarantee convergence to a valid generator matrix for the continuous time
Markov chain as it will, in some instances, lead to negative off diagonal hazard rates.32 Israel et al.

30Furthermore, given that Ft is the month t transition matrix, the length of the time interval also has to be a month
implying T = 1. Otherwise, n > 1 would imply a transition to month t + 1 for which the transition matrix should be
Ft+1.

31Complex eigenvalues (which appear in conjugate pairs) are obtained for 25 periods out of the 419 in the sample
(around 6% of the sample). These complex eigenvalues always have modulus smaller than 1 and do not constitute any
issues except for implementing Shimer’s proposed correction.

32It should be noted that the issue of negative off diagonal hazards also arises when the eigenvalues of the discrete
time transition matrix are positive, real and distinct.
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(2001) provide conditions under which a valid generator matrix cannot be recovered from discrete time
data. One of these conditions is that for some states i and j, j is accessible from state i but directly
transitioning from i to j is not possible (pijt = 0). In the context of this paper, the transition rate
from middle skill unemployment to high skill unemployment is bigger than 0 but transitioning from
high skill employment directly to middle skill unemployment is seldom observed (pEhUmt ≈ 0). This
explains why the generator matrix obtained from the eigenvalue decomposition or from the infinite
sequence (15) often results in negative off-diagonal hazard rates f ijt and a non-valid generator matrix
for the CTMC.

Furthermore, some hazard rates should be equal to 0 as it is impossible to instantaneously transi-
tion between some labor market states. This restrictions comes from the fact that the occupation of an
unemployed should be the last one she worked in. For instance, it is impossible to directly transition
between high skill employment and middle skill unemployment (fEhUm = 0). This implies that some
elements of the generator matrix Ft have to be restricted to 0, which is not possible (as far as I know)
through an eigenvalue decomposition. More precisely, the infinitesimal generator matrix Ft has the
following form:

Ft =



fE
h

fE
mEh fE

lEh fU
hEh fU

mEh fU
lEh f IE

h

fE
hEm fE

m
fE
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mEm fU
lEm f IE

m
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hEl fE

mEl fE
m

fU
hEl fU

mEl fU
lEl f IE

l

fE
hUh 0 0 fU

h
0 0 f IU

h

0 fE
mUm 0 0 fU

m
0 f IU

m

0 0 fE
lUl 0 0 fU

l
f IU

l

fE
hI fE

mI fE
lI fU

hI fU
mI fU

lI f I


t

(16)

Nonetheless, many corrections have been proposed to obtain a generator matrix when the eigen-
value decomposition of the transition matrix is not possible. These range from simple adjustments
of the problematic hazard rates to more developed techniques such as the use of the EM algorithm.
Inamura (2006) proposes a review of a subset of possible solutions. To tackle this issue, Bladt and
Sørensen (2005) suggest a bayesian approach which is the solution pursued in this paper. As argued
by Bladt and Sørensen (2005), this solution presents the key advantage of ensuring the existence and
estimation of a valid generator matrix Ft since non-negativity constraints can be imposed on the haz-
ard rates through a proper choice of prior distributions. The zero constraints on some of the hazard
rates can also be imposed in a straightforward manner. The next section presents the main aspect of
the estimation method proposed by Bladt and Sørensen (2005). More technical details on this method
and on the issue of existence of the generator matrix can be found in their paper. Lastly, it should be
noted that this correction will imply eFt ≈ Pt.

4.3.2 A Bayesian Approach

The vector of parameters Θ contains 30 hazard rates that have to be estimated since f i =
∑

i 6=j f
ij

and 12 hazard rates are restricted to 0. Using Bayes rule, the posterior distribution for the parameters
vector Θ conditional on data X, p(Θ|X), is given by:

p(Θ|X) =
p(X|Θ)p(Θ)

p(X)

∝ p(X|Θ)p(Θ)
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meaning that the posterior distribution is proportional to the product of the likelihood function p(X|Θ)
and the prior distribution p(Θ). Over the interval of time [0; T ], the likelihood function is given by:

L =
K∏
i=1

∏
j 6=i

ef
iRi(T )f ij

N ij(T ) (17)

where K is the total number of states, Ri(T ) and N ij(T ) are respectively defined as the total amount
of time spent in state i and the total number of transitions from state i to state j by time T . The
derivation of the likelihood function is presented in Appendix A.3.1.

For the prior distribution, Bladt and Sørensen (2005) argue in favor of the use of a Gamma
distribution, since it allows to impose a non-negativity constraint on the hazard rates. This distribution
is also a conjugate prior for the likelihood function that provides a closed form expression for the
posterior distribution. The prior distribution is:

p(Θ) =

K∏
i=1

∏
j 6=i

f ij
αij−1

e−f
ijβi (18)

where αij > 0 and βi > 0 are the shape and rate parameters of the Gamma distribution which do not
have to be estimated. The posterior distribution is then equal to:

p(Θ|X) =

K∏
i=1

∏
j 6=i

f ij
N ij(T )+αij−1

e−f
ij(Ri(T )+βi). (19)

Therefore, the posterior distribution follows a gamma distribution with shape parameter N ij(T ) +αij

and rate parameter Ri(T ) + βi.
In order to simulate draws from the posterior distribution, Bladt and Sørensen (2005) propose to

use Gibbs sampling by alternatively drawing from the conditional distributions p(Θ|X) and p(X|Θ).
More specifically, an initial draw for the parameters Θ(0) can be obtained from the prior distribution
(18). Given these hazard rates, we subsequently have to draw X(1) from p(X|Θ(0)) and a new set
of parameters Θ(1) from p(Θ|X(1)). These 2 steps are then repeated G times creating a sequence
{Θ(g), X(g)}Gg=1. After discarding part of the initial sequence (burn-in period), the estimated hazard
rates can be obtained by computing moments (e.g. the mean) from the series of simulated hazard
rates.

The closed form expression for the posterior distribution (19) simplifies the drawing for the se-
quence of hazard rates Θ(g). To draw X(g) from p(X|Θ(g−1)), Bladt and Sørensen (2005) propose to
use a rejection-sampling algorithm. For a given month t, this algorithm requires simulating individual
Continuous Time Markov Chains to reproduce the total number of gross flows from each states ob-
served in the data. When the total number of transitions for a given gross flow (e.g. EhEh) has been
reached, all simulated transitions that would lead to this gross flows are discarded. The quantities
Ri and N ij can then be computed from these simulations and used to draw new hazard rates. The
simulations of CTMCs also raise questions on how to record the labor market status for individual
simulations. In the CPS, an individual has to work in the week before she is interviewed to be recorded
as employed. This means that an individual who worked for a few days during the reference week but
he’s out of work (either inactive or unemployed) at the moment of the interview would still be recorded
has employed. This aspect has not been taken into account when simulating CTMCs since I assume
that the recorded labor market state is the one at the end of the simulation. This issue is also quickly
discuss by Elsby et al. (2015) who points that the Time Aggregation correction they apply assumes a
contemporaneous mapping between labor market activities and the recorded status of the worker while
in practice, the recorded status also depends on past activities. The framework presented in this paper
should be able to account for this dynamic mapping through the simulated CTMCs which provide
the labor market status for the entire simulated period. This point is further discussed in Appendix
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A.3.2. This appendix also gives more details on the rejection sampling algorithm and the simulation
of CTMCs.

The full process can be summarized as follows:

0. Start from the first period t in the sample (i.e. February 1976)

1. Draw initial hazard rates, f ijt
0
from the prior distribution (18).

2. Use these hazards to simulate CTMCs until the observed number of gross flows in t is reached
for each labor market state.

3. Compute Ri and N ij from the simulated CTMCs.

4. Draw new hazard rates f ijt from the posterior distribution (19).

5. Iterate on step 2-4 G times and compute statistics of interest (mean or median) from the series
of hazard rates.

6. Repeat step 1-5 for the next period in the sample.

The number of replications G is set to 5000 which is twice as low as the number used by Bladt and
Sørensen (2005) and Inamura (2006) who perform 10000 replications. Reducing the number of replica-
tion is primarily motivated by the fact this procedure has to be repeated for all periods in the sample
(419 periods). Therefore, lowering G allows for a significant time gain. The parameters of the prior dis-
tribution are set following Bladt and Sørensen (2005) and Inamura (2006). They choose αij = βi = 1.
A plot of the prior distribution is displayed at the bottom of Figure 11. Once series of hazard rates
have been obtained for a given period t, the first 10% of each series is dropped. The estimated hazards
are obtained by computing the median rather than the mean as some posterior distributions appear
to be skewed.

Some diagnostic checks are performed in order to assess the convergence of the Gibbs sampler
(see for instance Cowles and Carlin (1996)). No actual and fully satisfactory diagnoses are available
and it is usually recommended to perform both graphical analysis and tests based on simulations of
multiple chains. However, due to the fact that the estimation is repeated 419 times (for all periods),
simulating multiple chains for each period would be extremely time consuming. As a result, mostly
graphical assessments are performed. These assessments involve visually inspecting the sequence for
each hazard rates, checking the autocorrelation function for the simulated series, and a plot of the
posterior density. Figures 10 and 11 display these checks for some selected hazard rates and periods.
These figures seem to indicate that there are no real complications with regard to the simulations. In
particular, simulated series (3rd column) look stationary (constant mean and (co)-variance). There
seems to be some significant autocorrelation at lag 1 for some series (2nd column) but this is usually
a common feature of Markov Chain Monte Carlo (MCMC) procedures. Note that the autocorrelation
cofficients are never bigger than 0.5 and decrease very quickly to values close to 0 after lag 1. The
posterior densities (1rst column) are close to normal densities for most series. These plots also show
that posterior densities are quite different from the prior density (Figure 11). This suggests that the
choice of prior has a limited influence on the simulated posterior apart from imposing non-negativity
constraints on the estimated hazards.

I also perform Geweke tests (see Geweke (1992)). These tests are equivalent to a t-test for equal-
ity of means and compare the mean for an initial share of the sample (e.g. 10%, 15% ...) with the
mean obtained from the remaining 50% of the sample. According to this test, failure to reject the
null hypothesis is interpreted as indicating convergence of the chain. This test is performed for each
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hazard and each period.33 Over all the test performed, the null is rejected in 5.8% of the tests at a
5% significance level. This rate is slightly higher than the retained significance level but the difference
is only marginal (less than 1pp) and could be coming from the presence of autocorrelation and/or the
relatively low number of replications G. Thus, these results as well as the graphical evidence in Figures
10 and 11 seem to indicate that estimation results are satisfactory.
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Diagnostic checks for hazard rates estimates for some selected series. The left column displays a plot of the posterior
density in blue against the normal distribution in red. The middle column shows the autocorrelation function for the
simulated series of hazard rates. These series are displayed in the right column.

Figure 10: Diagnostic checks: August 1991

33419 × 30 = 12570 tests are performed. I use the LeSage toolbox (https://www.spatial-econometrics.com/) to
obtain the test results.
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Figure 11: Diagnostic checks: March 2004

4.4 Corrected Series: Margin Of Adjustment and Time Aggregation.

To assess the impact of the Margin of Adjustment and the Time Aggregation corrections, Table 8
compares flow rates at various stages of the correction procedure. This table provides average flow
rates for the original series, the series corrected for the 1994 redesign, the population and classification
changes (Section 3) and the series corrected for the Margin of Adjustment. The last column displays
the average transition probabilities corrected for Time Aggregation (p̂ijt = 1−e−f

ij
t ). A plot of a subset

of transition rates from unemployment can be found in Figure 12 and in Figures 20 and 21 for flow
rates from inactivity and employment in Appendix A.3.3.
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In agreement with what is reported by Elsby et al. (2015), the Margin of Adjustment correc-
tion only leads to minor changes to the series obtained after the corrections of Section 3. The largest
adjustments (for p̃ElI and p̃IU

l) never exceed 0.2 percentage point on average (p̃II is obtained as a
residual). Moreover, flows rates from unemployment remain almost unchanged (see Figure 12) and the
adjustment affects mostly flow rates from employment and inactivity. Flow rates from employment to
inactivity decrease for all occupations whereas flow rates to unemployment tend to increase (except
for p̃EhUh). All flows from inactivity increase, with larger adjustments flow rates series to low skill
employment and unemployment. Table 9 allows to compare adjustments in terms of aggregate flow
rates to those reported by Elsby et al. (2015) for CPS data. This table shows that the sign of the
correction for each flow rate are the same as the one they obtained.
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Quarterly averages of monthly flow rates. The corrected flow rates from Section 3 are displayed in red, series
corrected for Margin of Adjustment are displayed in blue and the series corrected Time Aggregation are
plotted in green.

Figure 12: Flow rates corrected for Margin of Adjustment and Time Aggregation: Unemployment
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Full samp. Full samp.

Orig. Corr. Margin TA Orig. Corr. Margin TA

High Skill

EhEh 90.70 95.92 96.17 95.84 UhEh 15.07 14.98 14.99 19.18
(5.19) (0.36) (0.39) (0.43) (3.91) (3.19) (3.19) (4.33)

EhEm 4.50 0.99 0.92 0.96 UhEm 6.87 6.83 6.82 10.23
(3.44) (0.20) (0.20) (0.21) (2.07) (1.84) (1.83) (2.80)

EhEl 2.43 0.65 0.63 0.68 UhEl 5.31 4.96 4.96 7.79
(1.76) (0.12) (0.13) (0.18) (1.66) (1.38) (1.38) (2.13)

EhUh 0.52 0.58 0.57 0.84 UhUh 49.44 54.55 54.57 40.86
(0.14) (0.10) (0.10) (0.15) (7.25) (5.97) (5.96) (9.86)

EhI 1.73 1.82 1.67 1.68 UhI 16.90 17.50 17.48 21.95
(0.32) (0.17) (0.18) (0.18) (2.89) (2.64) (2.64) (3.70)

Middle Skill

EmEh 4.29 0.99 1.05 1.08 UmEh 2.36 2.24 2.25 3.49
(2.91) (0.26) (0.26) (0.31) (0.88) (0.77) (0.77) (1.28)

EmEm 87.74 93.08 92.97 92.32 UmEm 15.54 15.35 15.33 20.03
(5.10) (0.61) (0.60) (0.69) (3.43) (3.05) (3.05) (4.32)

EmEl 3.60 1.31 1.35 1.49 UmEl 7.42 7.36 7.37 11.11
(2.20) (0.21) (0.21) (0.24) (1.67) (1.39) (1.39) (2.27)

EmUm 1.23 1.37 1.42 2.14 UmUm 48.24 50.92 50.97 37.29
(0.26) (0.22) (0.24) (0.31) (6.17) (5.96) (5.95) (9.56)

EmI 2.95 3.16 3.13 2.97 UmI 21.48 22.84 22.79 28.08
(0.55) (0.29) (0.30) (0.30) (2.95) (2.63) (2.62) (3.80)

Low Skill

ElEh 2.45 0.79 0.81 0.82 UlEh 1.44 1.44 1.44 2.16
(1.62) (0.19) (0.20) (0.23) (0.54) (0.49) (0.49) (0.77)

ElEm 3.81 1.45 1.41 1.42 UlEm 4.95 4.83 4.81 7.33
(2.42) (0.18) (0.19) (0.23) (1.37) (1.17) (1.16) (2.03)

ElEl 87.15 91.04 91.09 89.94 UlEl 22.15 21.73 21.68 27.50
(4.68) (0.91) (0.91) (1.06) (4.10) (3.21) (3.21) (4.67)

ElUl 2.11 2.28 2.44 3.73 UlUl 47.51 50.21 50.42 36.99
(0.44) (0.44) (0.45) (0.57) (6.18) (6.36) (6.38) (10.26)

ElI 4.26 4.34 4.16 4.09 UlI 20.51 20.99 20.85 26.02
(1.03) (0.51) (0.48) (0.53) (3.08) (2.58) (2.59) (3.94)

Inactivity Aggregate

IEh 0.96 0.97 1.09 1.10 EE 95.62 95.49 95.55 94.96
(0.23) (0.18) (0.20) (0.17) (0.70) (0.49) (0.49) (0.55)

IEm 1.50 1.52 1.54 1.43 EU 1.44 1.45 1.52 2.19
(0.25) (0.17) (0.19) (0.18) (0.29) (0.25) (0.26) (0.33)

IEl 2.18 2.23 2.38 2.23 EI 2.94 3.05 2.93 2.86
(0.48) (0.25) (0.31) (0.30) (0.59) (0.30) (0.29) (0.28)

IUh 0.30 0.34 0.37 0.56 UE 27.16 26.75 26.71 36.16
(0.08) (0.09) (0.09) (0.12) (4.80) (3.94) (3.94) (6.26)

IUm 0.79 0.89 0.96 1.43 UU 52.61 52.21 52.34 37.79
(0.14) (0.19) (0.23) (0.36) (6.23) (5.67) (5.69) (9.23)

IUl 0.95 1.03 1.22 1.72 UI 20.23 21.04 20.95 26.04
(0.16) (0.18) (0.20) (0.22) (2.56) (2.12) (2.13) (3.29)

II 93.31 93.03 92.44 91.54 IE 4.64 4.72 5.01 4.76
(0.88) (0.44) (0.53) (0.65) (0.80) (0.37) (0.43) (0.40)

IU 2.04 2.26 2.55 3.70
(0.31) (0.35) (0.40) (0.48)

Average monthly flow rates over the period February 1976 - December 2010. The columns labelled "Orig." displays average flow

rates for uncorrected series, the column "Corr." gives results for series corrected for the 1994 redesign, population and classifi-

cation changes. The columns "Margin" displays averages of series corrected for the Margin of Adjustment and the last column

gives the transition probabilities corrected for Time Aggregation (1− e−f
ij
t ). Standard deviations are given in parenthesis.

Table 8: Average Flow rates Corrected for Margin of Adjustment and Time Aggregation
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The correction for Time Aggregation leads to adjustments similar to those reported by Shimer
(2012) and Elsby et al. (2015). The EI and IE transitions probabilities decrease while those involving
unemployment (EU,UE,UI and IU) increase. In other words, transitions between employment and
inactivity often miss a transition to unemployment (EI ⇒ EUI and IE ⇒ IUE).

Table 9 shows that the corrections for aggregate transition probabilities are rather consistent with
the ones obtained by Elsby et al. (2015) despite differences in samples and corrections applied to series.
p̂UE and p̂UI increase by 35% and 24% (9.45 pp and 5.09 pp), whereas p̂EU and p̂IU increase by 44% and
45% (0.67pp and 1.15pp). On the other hand, Elsby et al. (2015) report increases of respectively, 37%,
40%, 35% and 39% (9.6pp, 8.36pp, .53pp and 1.08pp).34 These substantial adjustments in transition
probabilities from and to unemployment occur with relatively small changes in p̂EI and p̂IE (0.07pp
and 0.15pp on average). This suggests that an important share of missed transitions are also related
to EE and II flows with an intermediate transition to unemployment (EUE and IUI). On average,
p̂EE and p̂II decrease by 0.59pp and 0.9pp (.47pp and .83pp for Elsby et al. (2015)).

This paper 1976-2010 EHS 1978-2012

Orig. Corr. Margin TA Orig. Corr. Margin TA

Employment

EE 95.62 95.49 95.55 94.96 95.61 95.64 95.69 95.22
(0.70) (0.49) (0.49) (0.55) (0.68) (0.43) (0.42) (0.48)

EU 1.44 1.45 1.52 2.19 1.48 1.47 1.53 2.06
(0.29) (0.25) (0.26) (0.33) (0.30) (0.26) (0.26) (0.31)

EI 2.94 3.05 2.93 2.86 2.91 2.89 2.79 2.72
(0.59) (0.30) (0.29) (0.28) (0.54) (0.28) (0.26) (0.27)

Unemployment

UE 27.16 26.75 26.71 36.16 26.15 26.13 25.80 35.40
(4.80) (3.94) (3.94) (6.26) (4.68) (3.92) (3.84) (6.73)

UU 52.61 52.21 52.34 37.79 51.83 51.84 53.21 35.26
(6.23) (5.67) (5.69) (9.23) (6.11) (5.62) (5.43) (10.32)

UI 20.23 21.04 20.95 26.04 22.02 22.03 20.98 29.34
(2.56) (2.12) (2.13) (3.29) (2.50) (2.35) (2.22) (4.28)

Inactivity

IE 4.64 4.72 5.01 4.76 4.60 4.59 4.73 4.48
(0.80) (0.37) (0.43) (0.40) (0.75) (0.39) (0.41) (0.40)

IU 2.04 2.26 2.55 3.70 2.56 2.57 2.74 3.82
(0.31) (0.35) (0.40) (0.48) (0.44) (0.35) (0.35) (0.37)

II 93.31 93.03 92.44 91.54 92.84 92.84 92.53 91.70
(0.88) (0.44) (0.53) (0.65) (0.95) (0.35) (0.36) (0.41)

Average monthly flow rates over the period February 1976 - December 2010. The columns labelled "Orig." display

average flow rates for uncorrected series, the columns "Corr." give results for series corrected for the 1994 redesign,

population and classification changes. For Elsby et al. (2015)’s results (EHS), this column shows the average of

seasonally adjusted series. The columns "Margin" display averages of series corrected for the Margin of Adjust-

ment and the last column gives the transition probabilities corrected for Time Aggregation (1 − e−f
ij
t ). Standard

deviations are given in parenthesis.

Table 9: Average Flow rates Corrected for Margin of Adjustment and Time Aggregation.

34In their paper, Elsby et al. (2015) mention increases in unemployment inflows (EU and IU) and outflows (UE and
UI) of 30% and 15%. These results are smaller than the ones displayed in Table 9 because they apply to series corrected
using the Abowd and Zellner (1985) correction. This correction leads to a decrease in EI and IE gross flows.

40



The Time Aggregation correction for disaggregated transition rates is actually relatively similar
across occupations. For instance, p̂EhUh , p̂EmUm and p̂ElU l increase by 47%, 51% and 53% respectively
(0.27pp, 0.72pp and 1.29pp) whereas increases in transition rates from inactivity to unemployment
range from 41% for low skill occupations to 51% for high skill ones. Therefore, it seems that the
Time Aggregation bias affects transition rates by occupations in a fairly identical way (in relative
terms). Finally, as Elsby et al. (2015) note, the graphical evidence in Figure 12 suggests that the Time
Aggregation correction preserves the cyclical behavior of the transition rates. Furthermore, Shimer
(2012) argues that missed transitions are more likely to occur in booms than recessions. The reason
being that workers transition much faster through unemployment in good times (p̂UU is small). This
aspect can be inferred, for instance, from the UmEl and U lEm transition probabilities in Figure 12 as
the difference between the 2 series appears to decrease in recessions and increase in booms (particularly
before the 2001 recession).

Conclusion

Using CPS data over the period 1976-2010 and the occupation classification of Autor and Dorn (2013)
to rank occupations between high, medium and low skills, I propose a framework for adjusting various
problems and breaks affecting these series.

In a first step, I use an Unobserved Component model to deseasonalize time series of stocks and
gross flows and adjust these series for breaks due to the 1994 redesign of the CPS questionnaire, changes
in occupational classification and revisions in the size and composition of the US population.

The 1994 redesign is shown to have significant effects on most series of stocks and flows. In
particular, it leads to a drop in the number of New Unemployed Entrants for which an occupation code
is not available. As a result, the pool of unemployed that can be classified between high, middle and low
skill occupations significantly increases after 1994. This turns out to have substantial effects on series of
unemployment stocks and gross flows. Moreover, the 1994 redesign saw the introduction of dependent
interviewing technique which reduced the number of spurious transitions between occupations. Thus
gross flow series from employment need to be adjusted. The estimation results also confirm that the
1994 redesign has a significant effect on gross flow series between inactivity and (un)-employment
(Abraham and Shimer (2001)).

From the 3 classification changes happening throughout the 1976-2010 period, adjustments for
the 1976-1982 and the 2003-2010 classification changes are required. The correction for the 1976-182
change leads to a reallocation of employment from middle to low skill series and the correction for the
2003-2010 change reallocate employment from middle/low skill occupations to high skill occupations.
Lastly, I adjust the population updates of 1990 and 2003 which, according to the BLS results, are the
most important ones that happened over the 1976-2010 period. Moreover, the series retrieved from
micro data do not correct for population updates applied prior to 1980. It is therefore required to
adjust series for an additional population change over the 1976-1979 period.

In a second step, I adjust series for the Margin of Adjustment problem and the Time Aggregation
bias. I follow Elsby et al. (2015) to correct the Margin of Adjustment problem which only leads to
a minor adjustments in flow rate series. Due to some issues and specific constraints related to flow
rate series by occupations, I cannot apply the Time Aggregation correction used by Shimer (2012)
and Elsby et al. (2015). As a result, I use the bayesian estimation method proposed by Bladt and
Sørensen (2005) to correct for this bias. I further show that this method implies adjustments similar
to those reported by Shimer (2012) and Elsby et al. (2015) with increases in transition rates from and
to unemployment and decreases in flow rates between employment and inactivity. The adjustments
obtained for disaggregated flow rate series are relatively similar across occupations.

The adjustments presented in this paper focused particularly on the occupational dimension.
From the work of Abowd and Zellner (1985) and Poterba and Summers (1986), it is known that the
CPS also suffers from misclassification errors between unemployment and inactivity. The adjustment
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proposed by Abowd and Zellner (1985) leads to important decreases in flows from and to inactivity.
Since the 1994 redesign has significant effects on these flows too, it would be interesting to apply an
adjustment for these misclassification errors before running the framework presented in this paper.
Furthermore, spurious transitions between occupations could still be problematic after the redesign of
1994. Moscarini and Thomsson (2007) propose a treatment of the data that could be worth applying
to series before adjusting them. The Time Aggregation correction could also be extended to account
for the dynamic mapping between the recorded labor market status and the labor market activities of
workers. Keeping in mind these limitations, the adjustments applied in this paper allow nonetheless, to
obtain time series of stocks and gross flows that are more consistent throughout the 1976-2010 period,
especially when compared with the large breaks affecting original series.
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A Appendix

A.1 Data

A.1.1 Complementary descriptive statistics

• average flow rates from employment and inactivity.

FS. Age Marit. st Race Educ.

<25 25-
50

>50 M. NM. W. H. B. O. <HS HS >HS

High Skill

pE
hEh 96.16 91.02 96.74 96.23 96.81 94.86 96.53 94.28 94.20 95.70 89.47 94.44 96.62

pE
hEm 0.99 2.01 0.92 0.83 0.82 1.34 0.89 1.53 1.59 1.06 1.68 1.62 0.86

pE
hEl 0.66 1.53 0.61 0.50 0.52 0.93 0.56 1.31 1.20 0.61 2.67 1.37 0.49

pE
hUh 0.59 1.27 0.54 0.49 0.45 0.86 0.54 0.78 0.89 0.61 1.21 0.67 0.56

pE
hUm 0.02 0.06 0.02 0.02 0.02 0.03 0.02 0.05 0.05 0.02 0.08 0.05 0.02

pE
hUl 0.03 0.06 0.02 0.02 0.02 0.04 0.02 0.06 0.05 0.02 0.17 0.06 0.02

pE
hI 1.56 4.06 1.14 1.91 1.36 1.93 1.45 1.98 2.03 1.99 4.72 1.79 1.44

Middle Skill

pE
mEh 1.42 1.31 1.51 1.24 1.40 1.44 1.43 1.10 1.45 1.73 0.46 0.90 2.06

pE
mEm 92.92 87.72 94.24 94.47 94.45 91.13 93.59 91.50 91.05 91.75 88.70 93.80 93.22

pE
mEl 1.39 2.38 1.22 0.90 1.04 1.81 1.18 2.13 1.86 1.42 2.68 1.52 1.00

pE
mUh 0.03 0.02 0.02 0.03 0.02 0.03 0.03 0.02 0.03 0.03 0.01 0.02 0.03

pE
mUm 1.27 2.28 1.08 0.79 0.85 1.77 1.11 1.59 1.92 1.26 2.19 1.26 1.06

pE
mUl 0.07 0.11 0.06 0.04 0.05 0.10 0.05 0.12 0.10 0.07 0.18 0.08 0.04

pE
mI 2.90 6.17 1.87 2.52 2.19 3.73 2.61 3.53 3.59 3.75 5.78 2.42 2.59

Low Skill

pE
lEh 0.86 0.81 0.91 0.77 0.88 0.85 0.92 0.53 0.93 1.03 0.32 0.62 1.55

pE
lEm 1.36 2.17 1.16 0.93 1.06 1.67 1.26 1.45 1.62 1.58 1.35 1.34 1.39

pE
lEl 91.97 86.52 93.66 93.52 94.06 89.80 92.48 91.51 90.35 91.07 89.31 93.15 92.33

pE
lUh 0.02 0.03 0.03 0.02 0.02 0.03 0.03 0.02 0.03 0.02 0.02 0.02 0.04

pE
lUm 0.06 0.10 0.06 0.05 0.05 0.08 0.05 0.08 0.10 0.08 0.09 0.07 0.05

pE
lUl 2.06 3.10 1.90 1.28 1.48 2.68 1.82 2.59 2.63 2.00 2.98 1.99 1.53

pEl
I

3.65 7.28 2.28 3.44 2.45 4.89 3.44 3.82 4.33 4.23 5.95 2.81 3.12

Inactivity

pIE
h

1.57 1.25 2.20 1.16 1.82 1.33 1.76 0.89 1.15 1.95 0.32 0.83 3.26
pIE

m

2.24 3.59 2.26 1.02 1.84 2.62 2.20 2.47 2.17 2.32 1.77 2.28 2.63
pIE

l

3.11 5.12 3.02 1.43 2.11 4.05 2.93 4.18 3.10 2.69 3.86 3.13 2.42
pIU

h

0.53 0.33 0.81 0.40 0.56 0.49 0.56 0.32 0.51 0.63 0.11 0.31 1.06
pIU

m

1.20 1.73 1.44 0.46 0.84 1.53 1.00 1.38 1.94 1.16 0.98 1.42 1.21
pIU

l

1.53 2.37 1.79 0.50 0.86 2.16 1.25 2.00 2.44 1.33 1.92 1.77 0.99
pII 89.83 85.62 88.49 95.03 91.96 87.80 90.30 88.76 88.69 89.92 91.04 90.25 88.43

Flow rates from employment pE
.X and inactivity pI

.X expressed in percentage, computed from the raw matched CPS files and

averaged over the period Feb. 1994 to Dec. 2010. All observations are weighted using weights provided by the CPS. FS stands for

full sample, M for Married and NM for not married. The races W., H., B. and O. stands for white, hispanic, black and others.

Table 10: Average Flow Rates from Employment and Inactivity (1)
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A.2 Unobserved Component Model

A.2.1 State Space Matrices

This section presents the matrices for the state space representation (10)-(11). Each series is corrected
individually implying that yt is a scalar. Assuming that all components of model (2-9) are introduced
into the model specification, the length of the state vector ism = k+kχ+15+nx where k = max{p, q+
1}, kχ = max{pχ, qχ + 1} are related to the number of parameters in the ARMA specifications for the
irregular component (6) and the 1994 redesign irregular component (9). I follow Hamilton (1994) to
write the ARMA in state space form. The number 15 corresponds to the mean and trend components
(3), (4) and the mean and trend for the 1994 component in (8) as well as the 11 seasonal components
(5). The number of exogenous variables (the classification and population effects) is nx. The state
vector is ordered in the following way:

αt =
[
εt . . . εt−p+1 εχ,t . . . εχ,t−pχ+1 µt νt µχ,t νχ γt . . . γt−10 β

]′
where β is the nx × 1 vector of coefficients for the exogenous variables capturing the classifica-
tion/population changes.
The vector Zt in the measurement equation (10) is the only time dependent vector in the state space
representation (10)-(11). For t smaller than January 1994, we have

Zt =
[

1 θ1 . . . θq 0p−q−1 1 θχ,1 . . . θχ,qχ 0pχ−qχ−1 1 0 1 0 1 010 xt
]

xt is the tth row of the matrix of exogenous variables Xt (a vector of 1 and 0 depending on which
classification and population changes affect the series).
For t equal or greater than January 1994, we have to remove the 1994 component and we obtain:

Zt =
[

1 θ1 . . . θq 0p−q−1 0qχ+1 0pχ−qχ−1 1 0 0 0 1 010 Xt

]
The matrix T , from the state equation (11), can be written as:

T =



Tε 0 . . . 0 0 0
0 Tεχ 0 0 0 0
0 0 Tµ 0 0 0
0 0 0 Tµχ 0 0
0 . . . 0 0 Tγ 0
0 . . . 0 0 0 Tβ


where the respective block matrices are given by:

Tε =


ρ1 . . . 0 ρp 0q+1−p
1 0 0 0 0
0 1 0 0 0

0 0
. . . 0 0

0 0 0 1 0

 ; Tεχ =


ρχ,1 . . . 0 ρχ,pχ 0qχ+1−pχ

1 0 0 0 0
0 1 0 0 0

0 0
. . . 0 0

0 0 0 1 0

 ;

Tµ =

[
1 1
0 1

]
; Tµχ =

[
1 1
0 1

]
; Tγ =


−1 . . . −1 −1
1 0 0 0

0
. . . 0 0

0 . . . 1 0

 ; Tβ = Inx
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The matrix of variances Q is the following:

Q =



σ2ε 0 0 0 0 0
0 σ2εχ 0 0 0 0

0 0 σ2µ 0 0 0

0 0 0 σ2µχ 0 0

0 0 0 0 σ2ν 0
0 0 0 0 0 σ2γ


and the m × 6 selection matrix R with columns of 0 and 1 assigns the disturbances to the respective
state components. See Durbin and Koopman (2012) for more details.

A.2.2 Kalman Filter and Smoother: Recursions

The Kalman Filter is a set of recursions for sequentially computing the conditional expectation of
the state vector at+1 = E[αt+1|Yt] and its variance Pt+1 = V ar[αt+1|Yt] for t = 1, ..., T with Yt =
(y1, y2, ..., yt)

′. Assuming that the initial state vector α1 is gaussian with known mean a1 and variance
P1, the recursions starts with a forecast of the observed variable yt using (10). In a second step, the
state vector is updated using the realization of yt. The updated state vector can then be used to
forecast the next period state vector using (11) These steps are usually performed in one recursion
through the following set of equations:

ŷt = Ztat

vt = yt − ŷt
Ft = ZtPtZ

′
t +Ht

Kt = TtPtZ
′
tF
−1
t

Lt = Tt −KtZt

at+1 = Tat +Ktvt

Pt+1 = TtPtLt +RtQtR
′
t

(20)

where ŷt is the one step ahead forecast for yt given at, vt is the one step ahead forecast error (or
innovations) with variance Ft and Kt is the Kalman gain. These recursions can be derived using a
result for bivariate normal distributions.35 See Durbin and Koopman (2012) chapter 4 or Hamilton
(1994) chapter 13 for a detailed derivation of the above recursions.

The quantities computed by the filter (the innovations vt and their variance Ft) serve to evaluate
the likelihood function of the model and therefore estimate parameters. One other advantage of the
Kalman Filter is the ease with which it allows to deal with missing observations. As pointed by Durbin
and Koopman (2012), when an observation for yt is missing, one can set vt = 0 and Kt = 0. This
implies that the updating step is not performed since the information provided by yt on the current
state vector is not available.

Together, with these forward (filtering) recursions, backward (smoothing) recursions can also
be computed. These recursions allow to obtain the conditional mean ât = E[αt|YT ] and conditional
variance P̂t = V ar[αt|YT ] where YT = (y1, y2, ...yT )′ is the vector of all observations. The smoothing

35This result states that if x and y are jointly normally distributed with

E[(x y)′] =

(
µx
µy

)
and V ar[(x y)′] =

(
Σxx Σxy
Σyx Σyy

)
,

then the conditional distribution of x given y is also normal with mean E[x|y] = µx + ΣxyΣ−1
yy (y − µy) and V ar[x|y] =

Σxx − ΣxyΣ−1
yy Σ′xy. See Durbin and Koopman (2012).
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recursions provide an estimate of the state vector and its variance conditional on all the information
available in the sample. As for the filter equations, the derivations of the smoothing recursions are
based on the results for bivariate normal distribution mentioned in footnote 35 and a detail derivation
can be found in chapter 4 of Durbin and Koopman (2012). Starting from the last period in the sample
(t = T ), the Kalman smoothing recursions are given by:

rt−1 = Z ′tF
−1
t vt + L′trt

Nt−1 = Z ′tF
−1
t Zt + L′tNtLt

ât = at + Ptrt−1

P̂t = Pt − PtNt−1Pt

ut = F−1t vt −K ′trt

(21)

which are initialized with rT = 0 and NT = 0. The last recursion for ut gives the smoothed residuals
for the measurement equation (10). This recursion is not required to obtain ât and P̂t but it is used
in the outlier detection procedure.

As pointed by Hamilton (1994), these smoothing estimates are of particular interest when the
state vector is given a structural interpretation. The quantity obtained through these recursions will
be used to replace missing values and to remove effects related to seasonality, classification/population
changes and from the 1994 redesign.

A.2.3 Initialization and the Augmented Kalman Filter and Smoother

Provided that the unobserved state vector is stationary,36 the forward recursions can be initialized
using the unconditional mean and variance for αt computed from (11). However, in UC model, some
components like the mean, trend and seasonal ones (equations (3), (4) and (5)), are not stationary
which implies that some elements in a1 and P1 cannot be set to their respective unconditional means
and variances.

One solution is to resort to a diffuse initialization of the Kalman Filter.37 The main idea is to
separate the state vector between stationary and non stationary components as follows:

α1 = a+Aδ +R0q0, q0 ∼ N (0, Q0)

where a is a (m× 1) vector of known constant, A is a (m× q) selection matrix with q ones in positions
corresponding to the non stationary component in the state vector. Since m is the size of the state
vector, we must have q ≤ m. δ is a (q × 1) vector of unknown quantities, R0 is also a (m × (m − q))
selection matrix with m − q ones in positions associated to the stationary components of the state
vector.38 Because a given component cannot be stationary and non stationary at the same time, we
must have A′R0 = 0. The vector of unknown quantities δ can be treated either as a vector of fixed
parameters to be estimated (not considered here) or as a vector of random normal variables:

δ ∼ N (0, κIq)

36That is, the eigenvalues of the matrix T lie within the unit circle. See Hamilton (1994).
37This quick presentation is based on chapter 5 in Durbin and Koopman (2012) and much more details regarding the

topic of initialization can be found in this chapter.
38Assume, for instance, that the state vector is made of 4 elements (m = 4) with the first 2 being stationary and the

last 2 non stationary (q = 2) then we have

R0 =

[
1 0 0 0
0 1 0 0

]′
; A =

[
0 0 1 0
0 0 0 1

]′
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where κ→∞ at a suitable moment. The term diffuse being related to this infinite variance assumption.
The unconditional mean and variance are then given by:

a1 = E[α1]

= a

P1 = V ar[α1]

= AA′κ+R0Q0R
′
0

These quantities can be used to initialize the filter by setting a large arbitrary value for κ and use the
resulting values for a1 and P1 to start the filter. Durbin and Koopman (2012) points to the fact that
this way to proceed leads to numerical inaccuracies when running the filter and it should therefore be
avoided.

2 other solutions are available. A first one is called The exact initial Kalman Filter by Durbin
and Koopman (2012) and is the one that they advocate for. While this procedure is the most efficient
in terms of the number of computations (and hence speed) required to run the Kalman Filter, it is not
suited to the specification presented in Section 3.39 The second solution, due to De Jong (1991), is
called The augmented Kalman Filter and is the one pursued in this work. It makes use of the linearity
of the Kalman Filter and requires augmenting the observation and state vectors. More precisely, for
a given δ, the unconditional mean and variance of α1 are given by aδ,1 = a + Aδ and P1 = R0Q0R

′
0.

The linearity of the filter implies that we can write the one step ahead forecast ŷt, the innovations vt
and the state vector forecast at+1 in (20) as:

ŷδ,t = ŷa,t + ŶA,tδ

vδ,t = va,t + VA,tδ

aδ,t+1 = aa,t +AA,tδ

In order to see this more explicitly, let us the derive the first recursion (t=1) of the Kalman Filter:

ŷδ,1 = Z1aδ,1

= Z1a︸︷︷︸
ŷa,1

+ Z1A︸︷︷︸
ŶA,1

δ

vδ,1 = y1 − ŷ1
= y1 − Z1a︸ ︷︷ ︸

va,1

+ −Z1A︸ ︷︷ ︸
VA,1

δ

aδ,2 = T1aδ,1 +K1vδ,1

= T1a+K1va,1︸ ︷︷ ︸
aa,1

+ (T1A+K1VA,1)︸ ︷︷ ︸
AA,1

δ

and the expression for F1,K1 and P2 are not modified as they do not depend directly on a1.
As pointed by Durbin and Koopman (2012) for a given t, the quantities ŷa,t, ŶA,t, va,t, VA,t, aa,t and
AA,t can be computed in one recursion by augmenting the observation vector yt with q zeros (the

39The problems comes from the exogenous variables in the matrixXt and the mean component µt. To better understand
this point, one would have to go into the details of The exact initial Kalman Filter but because of these exogenous variables
there is an identification problem between these variables and the mean component. For instance, the mean and the
1994 redesign components cannot be disentangled before January 1994 when the 1994 component is no longer affecting
series. The number of periods required to initialize the filter (d in Durbin and Koopman (2012)) is large which implies
that a substantial number of observations have to be dropped.
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number of diffuse elements): (
ŷa,t, ŶA,t

)
= Zt (aa,t, AA,t)

(va,t, VA,t) = (yt, 0)− (ŷa,t, ŶA,t)

Ft = ZtPtZ
′
t +Ht

Kt = TtPtZ
′
tF
−1
t

(aa,t+1, AA,t+1) = Tt (aa,t, AA,t) +Kt (va,t, VA,t)

Pt+1 = TtPt (Tt −KtZt) +RtQtR
′
t,

(22)

which constitutes the The augmented Kalman Filter.
Furthermore, Durbin and Koopman (2012) show that the vector δ can be estimated. Defining the

conditional expectation δ̄ = E[δ|Yt], we have:

bT =

T∑
i=1

V ′A,iF
−1
i va,i

SA,T =
T∑
i=1

V ′A,iF
−1
i VA,i

δ̄ = −
(
SA,T +

1

κ
Iq

)−1
bT

V ar[δ|Yt] =

(
SA,T +

1

κ
Iq

)−1
,

which, on letting κ→∞, become:

δ̄ = −S−1A,T bT
V ar[δ|Yt] = S−1A,T .

In practice, The augmented Kalman Filter requires running the recursions (22) for a given δ (a vector
of zeros for instance) and computing bT and SA,T . This allows then to obtain an estimate for δ that
can be use to compute ŷδ,t, vδ,t and aδ,t+1.

Before turning to the outlier detection procedure, it is worth mentioning that the smoothing
recursions also need to be adjusted in a similar way to the filter’s ones by introducing the following
quantities:

rδ,t = ra,t +RA,tδ

âδ,t = âa,t + ÂA,tδ

uδ,t = ua,t + UA,tδ

and then modifying the recursions in (21) accordingly. However, the most straightforward way to
proceed is to run The augmented Kalman Filter twice to obtain δ̄, ŷδ,t, vδ,t and aδ,t+1. The Kalman
Smoother can then be run using the recursions in (21):

rδ,t−1 = Z ′tF
−1
t vδ,t + L′trδ,t

Nt−1 = Z ′tF
−1
t Zt + L′tNtLt

âδ,t = aδ,t + Ptrδ,t−1

Vt = Pt − PtNt−1Pt

uδ,t = F−1t vδ,t −K ′trδ,t

(23)
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which is started from t = T with rδ,T = 0 and NT = 0.
Finally, the quantities bT and SA,T are used to evaluate the diffuse log-likelihood function. Durbin

and Koopman (2012) show that this function is given by:

logLd = −T
2

log 2π − 1

2
log |SA,T | −

1

2

T∑
t=1

log |Ft| −
1

2

(
SA,T − b′TS−1A,T bT

)
(24)

This function is used for the estimation of the model’s parameters in Section 3.

A.2.4 Outliers

The effect of an outlier is usually thought in terms of the product of an impact effect and a dynamic
response. The effect in period t of an outlier that occurred in period i is given by:

ψt(i) = ωDt(i).

The impact effect ω is estimated, whereas Dt(i) captures how the outlier affects the series through
time following the initial impact effect ω. Both X12-ARIMA and TRAMO-SEATS implement an
outlier detection procedure inspired by the work of Chen and Liu (1993). Their proposed procedure is
developed within the ARIMA framework and it does not fit directly into the UC framework.

De Jong and Penzer (1998) demonstrate how outliers can be detected through a simple modification
of the state space form (10)-(11) by introducing shocks to the measurement and state equations:

yt = Ztαt + X̃tω

αt+1 = Ttαt +Wtω +Rtηt

where ω, is the impact effect of the potential outliers, X̃t is a scalar (yt is univariate) taking the value
1 for the period in which the outlier occurs and 0 otherwise. Wt is a (m × 1) vector which takes the
value 1 for the component and the period in which the outlier happens. These simple shocks allow to
generate variables Dt that correspond to usual dynamic responses found in the literature on outliers.
De Jong and Penzer also show how the dynamic response at time t of an outlier happening in period
i can be obtained through:

Dt(i) =


0, if t < i

X̃t, if t = i

ZtTt−1,i+1Wi, if t > i

(25)

where Tj,t ≡ Tj . . . Tt for j ≥ t and Tt−1,t ≡ I. It can be verified that this expressions allows to generate
standard dynamic responses. For instance a one time shock to the mean component in the state vector
generates a dynamic response Dt(i) which takes the value 0 until the shock is realised and 1 thereafter
(for t ≥ i). This dynamic response is the same as the one that would be assumed for a level shift
outlier (Chen and Liu (1993)).

We then have to estimate the impact effect ω. The attractive feature of the framework devel-
oped by De Jong and Penzer (1998) is that the impact effect can be estimated directly from the output
of the Kalman Filter and Smoother. For an outlier in period i, we have:

ω̂i = S−1i si, V ar[ω̂i|X] = S−1i (26)

and

si = X̃ ′iui +W ′iri,

Si = X̃ ′iF
−1
i X̃i + (Wi −KiX̃i)

′N−1i (Wi −KiX̃i)
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where Fi, Ki are quantities computed through the Kalman Filter and ri, Ni, ui are obtained from
the output of the Kalman Smoother. Furthermore, as De Jong and Penzer (1998) demonstrate, it is
possible to perform several tests to check for the statistical significance of the estimated impact effect
ω̂i. In particular, an analogue to the standard t-statistics is obtained as:

τi = S
− 1

2
i si (27)

Finally, I need a procedure to identify the type and the location of outliers. Chen and Liu (1993)
proposed a method, within the ARIMA framework for jointly estimating parameters and outliers. I
follow their proposed procedure and slightly adapt it for UC model. The procedure goes through the
following 3 steps:

1. Estimate parameters assuming that no outliers are present. Using these estimates and starting
from t = 1, compute τAO,1, τLS,1, ... and obtain the maximum of the absolute value of these
t-statistics. If the maximum is bigger than C where C is a pre-defined critical value, remove the
outlier effect according to its type. This is done by augmenting the state vector with an addi-
tional component and by adding the dynamic response of this outlier to the matrix of exogenous
variables Xt. Repeat this process for all periods in the sample. If some outliers are found during
this first loop, re-estimate parameters. Repeat this process until no outliers are found within a
loop.

2. In the second stage, estimate jointly all the outliers found in stage 1 and compute their t-statistics.
If the minimum of these statistics is smaller than C, remove the outlier and reestimate all of the
remaining outliers jointly. This is done until all t-statistics of the remaining outliers are greater
than C.

3. Keeping outliers found at the end of stage 2, stage 1 and 2 are repeated (without reestimating
parameters at the end of each loop in the first stage) until no outliers are found within a loop in
stage 1.

Results on outliers detection and the critical value used can be found in Tables 22 and 23 in Appendix
A.2.6.

A.2.5 Population and Classification changes selection process

As explained in Section 3.3.2, population changes estimates can be obtained from aggregate series
which should not be affected by classification changes. I start by estimating these population changes
from unadjusted official series published by the BLS for (un)employment and inactivity. These results
are then used as benchmark for aggregate series obtained from micro data.

76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000 2004 2005 2006 2007 2008 2009 2010

Ebls −0.28 −0.34 −0.4 1.51∗∗∗ - 1.14∗∗∗ 0.28 −0.12 0.41 2∗∗∗ 0.34 0.28 0.47 0.25 0.49 −0.81∗ 0.94∗∗

(0.58) (0.88) (0.29) (−0.26) (0.06) (2.1) (−0.41) (−0.05) (−0.12) (0.15) (−0.60) (−0.41) (−0.24)

Ubls −0.36∗∗ 0.05 −0.27 0.01 - −0.01 0.11 0.12 0.02 0.09 −0.03 −0.17 −0.42∗∗ 0.05 −0.56∗∗ 0.24 −0.66
(0.04) (0.18) (0.03) (0.03) (0) (0.12) (−0.03) (−0.00) (−0.01) (0.01) (−0.04) (−0.04) (−0.01)

Ibls 0.44∗∗ 0.84∗∗∗ 0.92∗∗∗ −0.21 - 0.35 0.14 0.22 −0.05 0.62∗∗ −0.59∗ −0.03 −0.03 0.29 −0.73∗∗ −0.42 −0.96∗∗

(0.33) (0.05) (0.15) (0.23) (0.25) (1.00) (−0.12) (0.04) (0.06) (0.16) (−0.11) (−0.03) −(0.01)

Estimation results for not seasonally adjusted series from the BLS. I average the value of a given effect over the time period in which it affects the series. The "*" symbol indicates statistical significance

at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification. The results reported by the BLS are given in parenthesis. For most population change, these

results are obtained by applying new weights in the month (December) prior to their introduction and comparing the estimates obtained with old weights. The 1990 and 2000 population change effects

are computed in a different way by the BLS. See https://www.bls.gov/cps/eetech_methods.pdf. All these results are expressed in millions.

Table 11: Population estimates : Officially Released Series (1)

52

https://www.bls.gov/cps/eetech_methods.pdf


Table 11 presents results where all population changes mentioned by the BLS are corrected. Vari-
ables for classification changes and the 1994 redesign are also included into the specification to check
whether these effects are statistically significant. Since there are no signs of changes in the variance
of these stocks before and after 1994, the 1994 redesign is simply assumed to be a constant as are the
classification/population changes. Furthermore all the stock series are estimated in log. The results
in the following tables are therefore transformed back, expressed in millions and averaged over the
period in which they affect series (e.g. for the 1990 pop. change, the effect is averaged over the period
1990-2010, for 1997, the effect is averaged over the period 1997-2010...). The "*" symbol indicates
statistical significance at 10%, 5% and 1%. Table 11 also displays in parenthesis, the effects reported
by the BLS for population revisions. These effects are not always computed in the same way by the
BLS so they only serves as indicating the sign and likely size of population changes.

Table 11 shows that classification effects are never significant for E and U . There seems to be
significant effects for inactivity but this series should not be affected by these changes. This could
suggest the possibility for a change in the mean of this series over these periods. Note also that, the
dummy variables meant to capture the effect of the redesign is statistically significant for U and I.
Polivka and Miller (1998) estimate a non significant increase in the unemployment rate (see discussion
in Section 3.4). The results displayed in Table 11 show that employment also increase which implies
an average percentage increase of 1.5% in the unemployment rate consistent with the results of 1%
reported by Polivka and Miller (1998).

Next, I remove classification effects (except 2003-2010 which also captures a population change)
and reestimate all the population effects. The results are displayed in Table 12

76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000 2004 2005 2006 2007 2008 2009 2010

Ebls −0.23 - - 1.51∗∗∗ - 1.08∗∗∗ 0.26 −0.07 0.5 2.08∗∗∗ 0.26 0.19 0.41 0.17 0.39 −0.88∗∗ 0.83∗

(0.58) (0.88) (0.29) (−0.26) (0.06) (2.1) (−0.41) (−0.05) (−0.12) (0.15) (−0.60) (−0.41) (−0.24)

Ubls −0.36 - - 0.01 - −0.01 0.11 0.12 0.02 0.09 −0.02 −0.17 −0.42∗∗ 0.05 −0.56∗∗ 0.24 −0.65
(0.04) (0.18) (0.03) (0.03) (0) (0.12) (−0.03) (−0.00) (−0.01) (0.01) (−0.04) (−0.04) (−0.01)

Ibls 0.44 - - −0.21 - 0.35 0.14 0.22 −0.05 0.62∗∗ −0.59∗ −0.03 −0.03 0.29 −0.73∗∗ −0.42 −0.95∗∗

(0.33) (0.05) (0.15) (0.23) (0.25) (1.00) (−0.12) (0.04) (0.06) (0.16) (−0.11) (−0.03) −(0.01)

Estimation results for not seasonally adjusted series from the BLS. I average the value of a given effect over the time period in which it affects the series. The "*" symbol indicates statistical significance

at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification. The results reported by the BLS are given in parenthesis. For most population change, these

results are obtained by applying new weights in the month (December) prior to their introduction and comparing the estimates obtained with old weights. The 1990 and 2000 population change effects

are computed in a different way by the BLS. See https://www.bls.gov/cps/eetech_methods.pdf. All these results are expressed in millions.

Table 12: Population estimates : Officially Released Series (2)

From the results in Table 12, the 1990, 1997, 1998, 2000, 2003 and 2007 population changes have signs
that corresponds to what the BLS reports for employment, unemployment and inactivity. Exceptions
are the 1990 pop. change for unemployment and 2003 one for inactivity. In terms of magnitude, the
results appears to be quite consistent with the BLS results for the 1990 (E), 1997 (E and I) and 2007
(E) pop.changes. The estimated effects for the 2000 and 2003 pop. changes are larger than what
the BLS reports for employment. For these 2 effects, the BLS studied in more details the adjustment
implied by these 2 pop. changes. I discuss these 2 population revisions in the following paragraph. In
the next table, I keep effects that appear to have a sign consistent with the BLS and reestimate the
population effects.
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76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000 2004 2005 2006 2007 2008 2009 2010

Ebls −0.2 - - 1.32∗∗∗ - 1.06∗∗∗ 0.13 −0.31 - 1.89∗∗∗ - - - −0.2 - - -
(0.58) (0.88) (0.29) (−0.26) (2.1) (0.15)

Ubls −0.39∗∗ - - 0.03 - 0.03 0.14 0.14 - 0.13 - - - 0.41 - - -
(0.04) (0.18) (0.03) (0.03) (0.12) (0.01)

Ibls 0.45∗∗∗ - - 0.08 - 0.37∗ 0.17 0.29 - 0.7∗∗∗ - - - 0.67∗∗ - - -
(0.33) (0.05) (0.15) (0.23) (1.00) (0.16)

Estimation results for not seasonally adjusted series from the BLS. I average the value of a given effect over the time period in which it affects the series. The "*" symbol indi-

cates statistical significance at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification. The results reported by the BLS are given

in parenthesis. For most population change, these results are obtained by applying new weights in the month (December) prior to their introduction and comparing the estimates

obtained with old weights. The 1990 and 2000 population change effects are computed in a different way by the BLS. See https://www.bls.gov/cps/eetech_methods.pdf. All

these results are expressed in millions.

Table 13: Population estimates : Officially Released Series (3)

The 2007 pop. change is no longer of the right sign for employment and the estimate for unemployment
and inactivity are much higher compared to the BLS results. The 1990 pop. change is now of the right
sign for unemployment but the estimated effect for inactivity is much larger than the BLS results.
The new estimate for the 2003 pop. change for inactivity also has now a sign consistent with the BLS
evidence.

I then remove the 2007 population change and try to add the 2008 and 2009 population change
effects as these 2 pop. changes seem to have substantial effects according to the BLS results. When
these are introduced, the estimates are not consistent with the BLS results (they’re much larger) in
particular for unemployment.40 Therefore it seems that the 1990, 1997, 1998, 2000 and 2003 population
changes are the ones that have signs consistent with what the BLS reports. The 1997 and 1998 pop.
changes for unemployment are however larger than the BLS estimates (around 5 time bigger) and since
these are not statistically significant for any labor market state, I decide to remove them. It should
also be noted that according to the BLS results, these 2 population change seem to have small effects
on all series. The 1990 pop. change for inactivity is also very large compared to the BLS results which
reports an effect close to 0. Therefore, I also remove this effect for inactivity. The new estimates for
the officially released series are displayed in Table 14.

76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000

Ebls −0.2 - - 1.34∗∗∗ - 1.09∗∗∗ - - - 1.92∗∗∗

(0.58) (0.88) (2.1)

Ubls −0.38∗∗ - - 0.02 - 0.02 - - - 0.14
(0.04) (0.18) (0.12)

Ibls 0.49∗∗∗ - - 0.09 - - - - - 0.73∗∗∗

(0.33) (1.00)

Estimation results for not seasonally adjusted series from the BLS. I average the value of a given effect over the

time period in which it affects the series. For the 1994 redesign and the 76-82 and 83-91 classification changes,

effects are average over the entire period in which they could affect series. The "*" symbol indicates statistical sig-

nificance at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification.

The results reported by the BLS are given in parenthesis. For most population change, these results are obtained by

applying new weights in the month (December) prior to their introduction and comparing the estimates obtained

with old weights. The 1990 and 2000 population change effects are computed in a different way by the BLS. See

https://www.bls.gov/cps/eetech_methods.pdf. All these results are expressed in millions.

Table 14: Population estimates : Officially Released Series (4)

40A possible explanation for this observation comes from the Great Recession which also affected the level of these
series over this period. I tried including a recession dummy that would capture level changes originating from recessions
but this did not improve the results.
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All the estimated effects have now signs that are in line with the BLS evidence. For the 1990 pop.
change, the size of the estimated effects are quite consistent with the BLS results for employment but
much smaller for unemployment. For the 2000 pop. change, the effect displayed in Table 14 is similar
to what the BLS reports for employment and unemployment and smaller for inactivity.

For these time series, the BLS further suggests a potential effect of this population change on their
trends. In January 2000, the BLS reports initial increases of 1.6 millions and 1 million in the labor
force and inactivity. By may 2002 (results displayed in the above table), labor force and inactivity
had increased by 2.2 (2.1 for E and 0.12 for U) and 1.3 millions. Results in terms employment
and unemployment are not available for January 2000 but assuming that 95% of the labor force was
employed, we can assume that the initial increase was around 1.5 and 0.1 million in employment and
unemployment. I therefore try to adjust the specification for this population revision to see if a change
in trend can be detected.

First, it should be noted that even though population changes are modelled as constant, the fact
that a multiplicative model is specified for all these series implies that estimated effects are constant
only in relative terms (they are constant percentages). In other words, the presence of a trend in the
series would mechanically raise the estimated population effects in level. There are increasing trends
in the series of E,U and I over the period 2000-2003 but these trends are not enough to obtain a
population effect that match the evidence reported by the BLS.

I have also tried to include a change in trend from January 2000 onwards but the estimated trend
change was of the wrong sign. I further check if adding a random component to the 2000 pop. change
to allow for a random walk specification could capture this change in trend but the estimated results
were not improved. Therefore, it seems that the set-up developed in this paper is unable to detect any
trend change coming from this population change. However, It should be noted that series from the
BLS are only used as benchmark and the correction for the 2000 pop. change will be implemented on
micro data series by using old unadjusted weights (see Section 3.3.2). Moreover, the results reported
by the BLS are consistent with an average increase over the 2000-02 period of 1.8, 1.9 million for
employment (assuming a linear trend) which corresponds to the value reported in Table 14.

Finally, the fact that the specification does not capture this trend change can explain why the 2003
estimates are higher than reported by the BLS for employment. The sum of the 2000 and 2003 pop.
changes in January 2003, according to the BLS results, should lie around 2.7, 2.8 millions (2.1 in May
2002 and we can assume that this difference kept increasing + 0.6 in January 2003. The estimation
results in Table 14 imply an increase of around 3.2 millions (1.9+1.3) on average after January 2003
for employment.

76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000 2004 2005 2006 2007 2008 2009 2010

Emicro

−0.06 −0.33 −0.4 3.44∗∗∗ −1.59∗∗∗ 0.94∗∗∗ 0.4 0.24 0.4 0.49 0.57 0.37 0.69 0.21 0.05 −0.65 1.09∗∗

−0.04 - - 3.43∗∗∗ −1.59∗∗∗ 0.93∗∗∗ 0.38 0.22 0.38 0.49 0.55 0.35 0.67 0.18 0.02 −0.67 1.07∗∗

−0.01 - - 3.19∗∗∗ −1.62∗∗∗ 0.89∗∗∗ 0.26 0 - - - - - −0.14 - - -
- - - 3.19∗∗∗ −1.62∗∗∗ 0.98∗∗∗ - - - - - - - - - - -

Umicro

−0.62∗∗∗ 0.17 −0.21 0.04 −0.34∗∗ 0.09 0.17 0.09 −0.05 0.32 −0.12 −0.22 −0.47∗∗ −0.07 −0.51∗∗ 0.15 −0.72∗

−0.61∗∗∗ - - 0.05 −0.37∗∗ 0.1 0.17 0.08 −0.06 0.31 −0.11 −0.22 −0.46∗∗ −0.06 −0.5∗ 0.16 −0.71∗

−0.61∗∗∗ - - 0.12 −0.41∗∗∗ 0.11 0.18 0.12 - - - - - 0.09 - - -
−0.59∗∗∗ - - 0.11 −0.41∗∗∗ 0.1 - - - - - - - - - - -

Imicro

0.41 0.64∗ 0.73∗∗∗ 1.75∗∗∗ −1.42∗∗∗ 0.28 0.08 0.08 0.3 −0.41 −0.34 0.55 0.5 1.02∗∗∗ 0.37 0.29 −0.49
0.35 - - 1.84∗∗∗ −1.43∗∗∗ 0.34 0.11 0.11 0.34 −0.37 −0.27 0.59∗ 0.53 1.05∗∗∗ 0.44 0.37 −0.41
0.37 - - 1.79∗∗∗ −1.42∗∗∗ 0.33 0.05 0.07 - - - - - 0.92∗∗∗ - - -
0.4 - - 1.75∗∗∗ −1.42∗∗∗ - - - - - - - - - - - -

Estimation results for not seasonally adjusted Micro Data series from the CPS. I average the value of a given effect over the time period in which it affects the series. The "*" symbol indicates statistical

significance at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification. All these results are expressed in millions.

Table 15: Population estimates: Micro Data
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I then perform the exact same steps on micro data obtained from CPS data. Series for employment
and unemployment are constructed by aggregating series by skill (Emicro = Eh + Em + El). For un-
employment, this implies that the aggregated series does not contain New Unemployed Entrants which
have been dropped because no information were available on their occupations. So while Eagg ≈ Ebls
and Imicro ≈ Ibls, we have Umicro < Ubls. The micro data from the NBER are also not corrected for
population changes prior to 1980 so an additional dummy variable is included for this period (see Fig-
ure 5 in Section 2.2). As mentioned above, the 2000 population adjustment can be corrected by using
non revised weights for this period which are the ones available by default when downloading CPS files
from the NBER website. This further implies that the 2003 pop. change will now also capture the
effect of the 2000 pop. change. Classification changes should also not affect these series.

The estimated effects are displayed in Table 15 and are obtained by applying the same step as
described above for official series (with each row giving the results of one step). For employment,
the results are quite similar between the BLS and micro series. In particular the 2003 pop. change
is estimated to be 3.19 millions on average for the micro series while the sum of the 2000 and 2003
pop. changes is equal to 3.26 millions (1.92+1.34) for the BLS series. The estimates for the 1990
pop. change is also consistent between the 2 series. There is a difference in estimates for the 1994
redesign which is negative for the BLS series and close to 0 for the micro series. This effect being not
significative for both series, I decide to remove it.

For unemployment, the effect of the 1990 and 2003 pop. changes are also similar for BLS and
micro series. The effect of the 1990 pop change is actually bigger for micro series but this is more con-
sistent with the results reported by the BLS in Table 14 (0.18 millions). The main difference between
the estimation results regards the 1994 component which is much larger for the micro data series. This
is however consistent with the drop in New Unemployed Entrants following the redesign of the CPS
questionnaire (see Section 2.2 and the discussion in Section 3.4).

For inactivity, the effect of the 1994 redesign is similar for both series (but no longer significative
for the micro data series). The effect of the 2003 pop. change is quite different (1.75 for Micro vs
0.73+0.09 for BLS). As for the 1990 pop. change for unemployment, the estimation results for micro
series is closer to what the BLS reports (around 1.33 millions). Note also that the variable for the
1976-79 pop. change is significative for all series.

In order to have clearer idea of these differences, Figure 13 plots the ratio of the corrected micro
series to the corrected BLS series (in blue) against the same ratio obtained for the original (uncor-
rected) series (dotted red line). This figure shows that the effects for employment are indeed quite
consistent and that the correction for the 1976-1979 period applied to the micro series allows to bridge
the gap with the BLS series. Likewise for inactivity but there is a difference of around 2% between
the micro and BLS series after 2000. This is explained by the fact that the estimated results for the
2000 pop. change is smaller for the BLS series (see Table 14). The estimated effect for the Micro series
being more in line with the BLS results, this discrepancy does not appear to be very relevant. For
unemployment, there seem to be slight problems over the period 1976-1982. One solution is therefore
to add the classification effect for this period and reestimate the effects to see if this allows for an
improvement.

The results are presented in Table 16 and Figure 14 shows that the inclusion of this classification
allows to correct the difference displayed in Figure 13. This fact could be explained by a potential
interaction between the 1976-82 classification change and New Unemployed Entrants. Note that this
correction allows to keep the cyclical property of the micro data series. In particular, the difference
between the 2 unemployment series decreases during recession (the ratio increases) when less new
entrants enter the labor market.
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Figure 13: Ratio of (un)corrected Micro to BLS Series: Intermediate Step

76− 94 76− 82 83− 91 03− 10 76− 79 1990 1997 1998 1999 2000

Ebls - - - 1.34∗∗∗ - 1.08∗∗∗ - - - 1.92∗∗∗

Emicro - - - 3.19∗∗∗ −1.62∗∗∗ 0.98∗∗∗ - - - -
Ubls −0.38∗∗ - - 0.02 - 0.02 - - - 0.14
Umicro −0.59∗∗∗ 0.33∗∗ - 0.09 −0.37∗∗ 0.09 - - - -
Ibls 0.49∗∗∗ - - 0.09 - - - - - 0.73∗∗∗

Imicro 0.4 - - 1.75∗∗∗ −1.42∗∗∗ - - - - -

Estimation results for not seasonally adjusted Micro Data series from the CPS and for BLS series. I average the

value of a given effect over the time period in which it affects the series. The "*" symbol indicates statistical sig-

nificance at 10%, 5% and 1% and "-" implies that a variable for this effect was not included into the specification.

All these results are expressed in millions

Table 16: BLS vs Micro : Final Estimated Effects
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Figure 14: Ratio of (un)corrected Micro to BLS Series: Final Results

Having an idea of which population changes appears to matter for aggregate series, I focus on
disaggregated series by occupation. I am unsure of the effect of classification changes on employment
and unemployment. Therefore, I start by correcting the labor force series by skill (e.g. Lh = Eh +Uh)
which will allow to get an idea on which classification effects should be considered for each occupa-
tions. I will then correct each individual series using the results for the labor force series as benchmark.

From Table 17, results for the 1976-79, 1990 and 2003 population changes are consistent in magni-
tudes and signs with what is reported until now for official and micro series. For instance the 1976-79
pop. change is estimated to increase aggregate employment and unemployment by around 2 millions
in Table 16 (1.62+0.37) while looking at the results for the labor force series we obtain an increase of
1.7 millions (0.61+0.58+0.49). Similar computations can be done for the 1990 and 2003 pop. changes
(as well as for the 1994 redesign) which confirm that results are quite consistent with those obtained
for Micro series.
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76− 94 76− 82 83− 91 03− 10 76− 79 1990

Lh −0.27∗ −0.08 −0.13 −1.86∗∗∗ −0.61∗∗∗ −0.1
Lm −0.24 0.92∗∗∗ −0.71∗∗∗ 3.45∗∗∗ −0.58∗∗∗ 0.28

Ll −0.13 −0.99∗∗∗ 0.17 1.14∗∗∗ −0.49∗∗∗ 0.53∗∗

Results for Labor Force series by skills. I average the value of a given effect over the

time period in which it affects the series. The "*" symbol indicates statistical signif-

icance at 10%, 5% and 1%. All these results are expressed in millions.

Table 17: Labor Force Series (1)

With regards to classification changes, it was mentioned in Section 3.3.2, that these effects should
generate a reallocation between occupations without changing the aggregate level of stocks (at least
for employment and inactivity). From the results in Table 17, this condition is not met for the 1976-82
and 1983-91 classification changes which results in a net increase of aggregate labor force (particularly
the 1983-91 classification change). As explained previously (see also Figures 13 and 14), including
the 1976-82 classification change helped in making the unemployment series from Micro data more
consistent with the BLS one. Therefore, I reestimate the classification effects by only including a
variable for the 1976-82 classification:

76− 94 76− 82 83− 91 03− 10 76− 79 1990

Lh −0.26∗ 0.01 - −1.86∗∗∗ −0.61∗∗∗ −0.11
Lm −0.3 1.44∗∗∗ - 3.5∗∗∗ −0.59∗∗∗ 0.36

Ll −0.15 −1.15∗∗∗ - 1.14∗∗∗ −0.49∗∗∗ 0.56∗∗

Results for Labor Force series by skills. I average the value of a given effect over the

time period in which it affects the series. The "*" symbol indicates statistical sig-

nificance at 10%, 5% and 1% and "-" implies that a variable for this effect was not

included into the specification. All these results are expressed in millions.

Table 18: Labor Force Series (2)

The results displayed in Table 18 seem to indicate a reallocation between middle and low skill
labor force series. Moreover, accounting for the fact that the 1976-1982 classification estimate for
unemployment is on average equal to 0.30 million (Table 16), we obtain that the increase in low skill
labor force is almost perfectly compensated by a decrease in middle skill labor force (respectively -1.15
and 1.14+0.30 from middle skill unemployment). This further suggests that the 1976-1982 has an
effect on middle skill unemployment.

The graphical evidence presented in Figure 15 seems support this choice as the corrected labor
force series obtained by summing Emicro and Umicro is very similar to the series obtained by summing
Lh, Lm and Ll. Finally, the 1990 pop. change for high skill labor force has the wrong sign. Since this
effect is not statistically significant, I remove it from the specification of this series. This allows to
match more closely the sum of the estimates obtained for Emicro and Umicro.
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The final results are displayed in Table 19:

76− 94 76− 82 83− 91 03− 10 76− 79 1990

Lh −0.26∗ - - −1.86∗∗∗ −0.61∗∗∗ -
Lm −0.3 1.44∗∗∗ - 3.5∗∗∗ −0.59∗∗∗ 0.36

Ll −0.15 −1.15∗∗∗ - 1.14∗∗∗ −0.49∗∗∗ 0.56∗∗

Results for Labor Force series by skills. I average the value of a given effect over the

time period in which it affects the series. The "*" symbol indicates statistical sig-

nificance at 10%, 5% and 1% and "-" implies that a variable for this effect was not

included into the specification. All these results are expressed in millions.

Table 19: Labor Force Series: Final Results
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Aggregate labor force series in level expressed in millions and obtained from correcting micro
data series for employment and unemployment (in blue) against aggregate labor force computed
from labor force series by occupations (dotted red line). Shaded areas display recession periods as
defined by the NBER.

Figure 15: Labor Force Series

From this selection process, I therefore decide to correct the 1976-79, the 1990 and the 2003
population changes. These effects being the one consistent with BLS results and having, usually, a
significant effect on aggregate series. Note that these effects also correspond to the largest adjustments
operated by the BLS across the 1976-2010 period. For classification changes, I correct the 1976-1982
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and 2003-10 changes. This choice matches evidences from Cortes et al. (2016) on the fact that the
1976-1982 classification change was a major modification compared to the one introduced in 1983 and
the classification of 1992 only introduced minor changes compared to the 1983-1991 one. Since the
1992-2002 classification is used as reference, only correcting for the 1976-1982 is consistent with this
evidence.

Having an idea of which population and classification changes to correct for, I can move to em-
ployment and unemployment series by occupations. The results for stocks and flows are presented in
the main text in Section 3.4. In Figures 16 and 17, I plot series obtained from correcting aggregate
series against series obtained by aggregating corrected series by occupations. These 2 figures show that
the estimated effects for stock and gross flow series by occupations are consistent with those estimated
at the aggregate level.
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Corrected aggregate stocks series in level and expressed in millions. The blue line displays the
series obtained by correcting directly the aggregate series while the red dashed line plots the sum
of series by occupations. Shaded areas display recession periods as Defined by the NBER.

Figure 16: Aggregate vs Disaggregated Corrected Series: Stocks
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Figure 17: Aggregate vs Disaggregated Corrected Series: Flows
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A.2.6 Estimation Results: Specifications, Tests and Outliers

Tables 20 and 21 give the specification retained to correct all series. Tables 22 and 23 display the
various test results that are presented in Section 3.3.1. 2 normality tests, an F-test for equal variance
and Ljung-Box Q-test (LBQ) for the presence of autocorrelations are performed on standardized in-
novations (ṽδ,t =

vδ,t
Ft

. See Appendix A.2.3). The last four columns of these 2 tables display results on
the outlier detection.

Specifications

Pop/Flows Log Baseline Components 1994 Components Cov.

µ σµ ν σν γ σγ ε p q σε µχ σχµ νχ σχν εχ p q σχε

Stocks

Employment

EBLS 1 1 0 1 1 1 1 1 12 1 1 0 0 0 0 0 0 0 0 0
Emicro 1 1 0 1 1 1 1 1 14 1 1 0 0 0 0 0 0 0 0 0

Eh 1 1 1 1 1 1 1 1 13 2 1 1 0 0 0 1 0 0 1 0
Em 1 1 1 1 1 1 1 1 12 1 1 1 0 0 0 0 0 0 0 0

El 1 1 1 1 1 1 1 1 14 1 1 1 0 0 0 0 0 0 0 0

Unemployment

UBLS 1 1 0 1 1 1 0 1 12 0 1 1 0 0 0 0 0 0 0 0
Umicro 1 1 0 1 1 1 1 1 9 1 1 1 0 0 0 0 0 0 0 0

Uh 1 1 0 1 1 1 0 1 8 1 1 1 0 0 0 0 0 0 0 0
Um 1 1 0 1 1 1 1 1 12 1 1 1 0 0 0 0 0 0 0 0

U l 1 1 0 1 1 1 0 1 12 0 1 1 0 0 0 0 0 0 0 0

Inactivity

IBLS 1 1 0 1 1 1 1 1 12 1 1 1 0 0 0 0 0 0 0 0
I 1 1 0 1 0 1 1 1 12 0 1 1 0 0 0 0 0 0 0 0

Labor Force

Lh 1 1 0 1 1 1 1 1 12 2 1 1 0 0 0 1 0 0 1 0
Lm 1 1 0 1 1 1 1 1 7 1 1 1 0 0 0 0 0 0 0 0

Ll 1 1 0 1 1 1 1 1 12 1 1 1 0 0 0 0 0 0 0 0

Flows

Employment

EE 1 1 0 1 1 1 1 1 10 1 1 1 0 0 0 0 0 0 0 0
EU 1 1 0 1 1 1 1 1 12 1 1 1 0 0 0 0 0 0 0 0
EI 1 1 1 0 0 1 1 1 9 1 1 1 0 0 0 0 0 0 0 0

EhEh 1 1 1 1 1 1 1 1 12 0 1 1 0 0 0 1 0 0 1 0

EhEm 0 1 0 1 0 1 1 1 8 0 1 1 0 1 0 1 2 0 1 1

EhEl 0 1 0 1 0 1 1 1 3 1 1 1 0 1 0 1 2 0 1 0

EhUh 1 1 1 1 0 1 1 1 4 0 1 1 0 0 0 1 0 0 1 0

EhUm 0 1 1 1 0 1 1 1 2 0 1 1 1 1 0 1 0 0 1 0

EhU l 0 1 1 1 0 1 1 1 12 0 1 1 1 0 0 1 0 0 1 0

EhI 1 1 0 1 0 1 1 1 6 0 1 1 0 0 0 1 1 0 1 0

EmEh 0 1 0 1 0 1 1 1 5 1 1 1 0 1 0 1 2 0 1 0
EmEm 0 1 1 1 0 1 1 1 7 0 1 1 0 1 0 1 2 0 1 0

EmEl 1 1 1 1 1 1 1 1 12 0 1 1 0 0 0 1 1 0 1 0

EmUh 0 1 0 0 0 1 0 1 0 0 1 1 0 0 0 1 2 0 1 0
EmUm 0 1 1 0 0 1 1 1 11 1 1 1 1 0 0 1 2 0 1 1

EmU l 1 1 1 1 0 1 1 1 8 0 1 1 0 0 0 0 0 0 0 0
EmI 1 1 1 0 0 1 1 1 9 0 1 1 0 0 0 0 0 0 0 0

ElEh 0 1 1 0 0 1 0 1 4 1 1 1 1 0 0 1 2 0 1 0

ElEm 1 1 0 1 1 1 1 1 12 2 1 1 0 0 0 0 0 0 0 0

ElEl 0 1 1 1 0 1 1 1 7 1 1 1 1 1 0 1 0 0 1 0

ElUh 0 1 1 0 0 1 0 1 6 0 1 1 0 0 0 1 2 0 1 1

ElUm 1 1 1 1 0 1 1 1 9 0 1 1 0 1 0 1 0 0 1 0

ElU l 0 1 1 1 0 1 0 1 7 0 1 1 1 1 0 1 2 0 1 1

ElI 1 1 1 0 0 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0

A 1 indicates that the component is included into the specification. For AR and MA parameters, this table gives the maximum lag for the irreg-

ular specifications. The Cov. column specifies whether a covariance parameter between the irregular component and the irregular component of

the 1994 redesign is included.

Table 20: Unobserved Component Model Specification (1)
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Flows Log Baseline Components 1994 Components Cov.

µ σµ ν σν γ σγ ε p q σε µχ σχµ νχ σχν εχ p q σχε

Flows

Unemployment

UE 1 1 0 0 0 1 0 1 12 5 1 1 0 0 0 0 0 0 0 0
UU 1 1 1 1 1 1 1 1 10 1 1 1 0 0 0 0 0 0 0 0
UI 1 1 0 1 1 1 1 1 4 1 1 1 0 0 0 0 0 0 0 0

UhEh 1 1 1 1 0 1 0 1 1 0 1 1 0 0 0 0 1 0 0 0

UhEl 1 1 1 1 0 1 0 1 9 0 1 1 0 0 0 0 0 0 0 0

UhEm 1 1 1 0 0 1 0 1 1 0 1 1 0 0 0 0 0 0 0 0

UhI 1 1 1 0 0 1 0 1 9 1 1 1 0 0 0 1 0 0 1 0

UhUh 1 1 0 1 1 1 1 1 6 1 1 1 0 0 0 1 0 0 1 0

UhU l 0 1 1 0 0 1 0 1 8 0 1 1 1 0 0 1 0 0 1 0

UhUm 0 1 1 0 0 1 0 1 6 1 1 1 1 0 0 1 1 0 1 0

UmEh 1 1 0 0 0 1 0 1 6 0 1 1 0 0 0 0 0 0 0 0

UmEl 1 1 1 0 0 1 0 1 7 0 1 1 0 0 0 0 0 0 0 0
UmEm 1 1 0 0 0 1 0 1 9 1 1 1 0 0 0 0 0 0 0 0
UmI 1 1 1 0 0 1 1 1 8 0 1 1 0 0 0 0 0 0 0 0

UmUh 0 1 0 0 0 1 1 1 10 0 1 1 0 1 0 1 2 0 1 1

UmU l 1 1 0 1 1 1 1 1 14 0 1 1 0 0 0 0 0 0 0 0
UmUm 0 1 0 0 0 1 1 1 3 0 1 1 0 0 0 1 2 0 1 1

U lEh 1 1 0 1 0 1 1 1 13 0 1 1 0 0 0 0 0 0 0 0

U lEl 1 1 1 0 0 1 0 1 13 1 1 1 0 0 0 0 0 0 0 0

U lEm 1 1 1 0 0 1 1 1 10 0 1 1 0 0 0 0 0 0 0 0

U lI 1 1 1 0 0 1 0 1 8 0 1 1 0 0 0 0 0 0 0 0

U lUh 0 1 1 1 0 1 0 1 11 0 1 1 1 1 0 1 2 0 1 0

U lUh 0 1 1 0 0 1 0 1 10 0 1 1 0 0 0 1 2 0 1 1

U lUh 1 1 1 1 0 1 0 1 10 0 1 1 0 0 0 1 0 0 1 0

Inactivity

IE 1 1 1 0 0 1 1 1 9 1 1 1 0 0 0 0 0 0 0 0
IU 1 1 1 0 0 1 1 1 3 1 1 1 0 0 0 0 0 0 0 0
II 1 1 1 1 1 1 1 1 9 0 1 1 0 0 0 0 0 0 0 0

IEh 1 1 1 0 0 1 1 1 10 1 1 1 0 0 0 0 0 0 0 0
IEm 1 1 1 0 0 1 1 1 4 0 1 1 0 0 0 0 0 0 0 0

IEl 1 1 1 0 0 1 1 1 5 1 1 1 0 0 0 0 0 0 0 0

IUh 1 1 1 1 0 1 1 1 8 0 1 1 0 0 0 0 0 0 0 0
IUm 1 1 1 0 0 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0

IU l 1 1 1 0 0 1 0 1 4 0 1 1 0 0 0 0 0 0 0 0

A 1 indicates that the component is included into the specification. For AR and MA parameters, this table gives the maximum lag for the irreg-

ular specifications. The Cov. column specifies whether a covariance parameter between the irregular component and the irregular component of

the 1994 redesign is included.

Table 21: Unobserved Component Model Specification (2)
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Tests and Outliers

Norm. tests Het. test LBQ. test Outliers

JB KS F stat Reject lag1 lag6 lag12 Num. Type Location C

Stocks

Employment

EBLS 0.50 0.21 0.79 1 0.98 0.56 0.66 3 8; 4; 4 221; 396; 89 3.4
Emicro 0.39 0.71 0.81 0 0.73 0.89 0.58 1 4 89 3.5

Eh 0.16 0.10 0.93 0 0.84 0.81 0.60 0 -1 -1 4
Em 0.50 0.09 0.95 0 0.95 0.79 0.88 0 -1 -1 3.5
El 0.50 0.35 0.94 0 0.72 0.79 0.50 1 4 89 4

Unemployment

UBLS 0.27 0.42 1.01 0 .99 0.83 0.74 1 4 51 3.5
Umicro 0.50 0.85 0.92 0 0.88 0.86 0.38 2 4; 4 51; 231 3.5

Uh 0.47 0.85 0.90 0 0.89 0.80 0.81 1 13 307 3.5
Um 0.50 0.85 1.10 0 0.85 0.36 0.37 1 4 51 3.25
U l 0.46 0.72 1.15 0 0.48 0.78 0.70 1 4 51 3.75

Inactivity

IBLS 0.31 0.26 0.94 0 0.92 0.81 0.74 2 4; 14 192; 269 3.75
I 0.50 0.48 0.83 0 0.79 .85 0.26 3 11; 9; 14 229; 257; 218 3.75

Labor force

Lh 0.13 0.50 0.91 0 0.83 0.89 0.59 0 -1 -1 4
Lm 0.50 0.22 1.08 0 0.94 0.96 0.01 0 -1 -1 4
Ll 0.28 0.46 0.95 0 0.53 0.34 0.51 0 -1 -1 4

Flows

Employment

EE 0.03 0.69 0.72 1 0.46 0.42 0.31 1 12 241 4
EU 0.35 0.18 1.01 0 0.90 0.94 0.79 0 -1 -1 3.75
EI 0.50 0.76 0.93 0 0.93 0.51 0.57 2 9; 10 149; 288 3.5

EhEh 0.5 0.2 0.97 0 1 0.32 0.55 0 -1 -1 3.5
EhEm 0.01 0.36 1 0 0.63 0.72 0.17 1 1 150 3
EhEl 0.06 0.3 0.96 0 0.96 0.86 0.76 1 12 327 3.5
EhUh 0.5 0.87 1.02 0 0.79 0.78 0.97 1 1 40 3.5
EhUm 0 0.03 0.97 0 0.69 0.88 0.74 2 1; 13 170; 377 3
EhU l 0.01 0.03 0.96 0 0.6 0.64 0.55 1 1 118 3
EhI 0.5 0.64 1.04 0 0.74 0.74 0.82 0 -1 -1 3.5

EmEh 0.5 0.1 0.95 0 0.78 0.96 0.99 0 -1 -1 3.5
EmEm 0.30 0.69 0.99 0 0.98 0.90 0.67 1 4 408 3.5
EmEl 0.06 0.14 0.98 0 0.87 0.97 0.99 2 1; 12 190; 204 3.5
EmUh 0.00 0.20 0.91 0 0.93 0.97 0.85 1 1 324 3.5
EmUm 0.49 0.37 0.89 0 0.98 0.96 0.96 0 -1 -1 3.5
EmU l 0.50 0.39 0.93 0 0.79 0.98 0.80 1 1 132 3.5
EmI 0.30 0.96 1.05 0 0.87 0.78 0.70 1 14 234 3.5

ElEh 0.03 0.51 0.96 0 0.74 0.94 0.97 1 10 203 3.5
ElEm 0.5 0.53 0.92 0 0.83 1 0.96 0 -1 -1 3.5
ElEl 0.37 0.6 1.06 0 0.92 0.85 0.4 1 12 217 3.5
ElUh 0.01 0.03 0.86 0 0.96 0.93 0.96 4 1; 7; 4; 9 149; 371; 373; 400 3
ElUm 0.01 0.8 0.95 0 0.88 0.98 0.98 1 1 324 3.5
ElU l 0.5 0.55 1.19 0 0.85 0.97 0.62 0 -1 -1 3.5
ElI 0.48 0.78 1.05 0 0.96 0.98 0.85 2 9; 9 95; 239 3.5

The first 2 columns give p-values for a Jarque-Bera and a Kolmogorov-Smirnov normality tests. The next column display the F-statistics of the test for equal variance before and after 1994. The

column "reject" is equal to one when the null hypothesis of homoskedasticity is rejected. The next 3 column give the p-values of an LBQ-test at lag 1, 6 and 12. Finally, the last four columns

display the number of outliers, their type (1 for AO, 4 for LS and 6 to 16 for Seasonal outliers), location (1 corresponds to January 1976) and the critical value used for the detection.

Table 22: Tests and Outliers (1)
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Norm. tests Het. test LBQ. test Outliers

JB KS F stat Reject lag1 lag6 lag12 Num. Type Location C

Unemployment

UE 0.16 0.78 0.92 0 0.61 0.30 0.40 0 -1 -1 4
UU 0.10 0.99 0.84 0 0.80 0.36 0.61 0 -1 -1 3.5
UI 0.34 0.24 1.07 0 0.78 0.42 0.38 0 -1 -1 3.75

UhEh 0.50 0.18 0.76 1 0.96 0.96 0.98 2 1; 11 39; 288 3.75
UhEm 0.44 0.10 0.96 0 0.79 0.86 0.84 1 4 401 3
UhEl 0.00 0.39 1.00 0 0.87 0.80 0.49 1 1 151 3
UhUh 0.50 0.49 0.98 0 0.77 0.96 0.55 0 -1 -1 3.5
UhUm 0.00 0.15 0.88 0 0.97 0.65 0.72 1 10 411 3.5
UhU l 0.00 0.44 0.90 0 0.76 0.99 0.48 1 1 381 3.5
UhI 0.08 0.04 0.99 0 0.93 0.96 0.93 1 1 209 3.25

UmEh 0.00 0.33 1.10 0 0.83 0.77 0.93 1 1 179 3.5
UmEm 0.30 0.43 1.23 0 0.99 0.99 0.99 1 1 299 3.5
UmEl 0.03 0.54 1.18 0 0.85 0.99 0.96 1 14 381 3.5
UmUh 0.00 0.46 0.92 0 0.86 0.97 0.58 2 1; 8 183; 391 3
UmUm 0.16 0.47 0.92 0 0.68 0.38 0.40 0 -1 -1 3
UmU l 0.03 0.79 0.86 0 0.87 0.99 0.99 2 4; 12 395; 406 3.25
UmI 0.04 0.26 1.08 0 0.90 0.86 0.69 2 1; 4 153; 391 3.25

U lEh 0.00 0.44 1.25 0 0.87 0.95 0.70 2 1; 4 176; 388 3.25
U lEm 0.02 0.27 1.01 0 0.98 .98 0.92 2 1; 9 3 12; 406 3.25
U lEl 0.18 0.16 0.84 0 0.74 0.86 0.64 2 11; 13 346; 393 3.5
U lUh 0.00 0.30 0.94 0 0.55 0.90 0.88 0 -1 -1 3.5
U lUm 0.07 0.11 0.97 0 0.99 0.99 0.98 2 1; 4 381; 403 3.5
U lU l 0.22 0.68 0.96 0 0.58 0.74 0.79 0 -1 -1 3.5
U lI 0.50 0.50 1.14 0 0.74 0.94 0.75 2 4; 10 393; 285 3.5

Inactivity

IE 0.27 0.64 0.88 0 0.96 0.75 0.72 4 11; 10; 11; 12 106; 255; 126; 383 3.5
IU 0.50 0.28 1.15 0 0.90 0.99 0.84 0 -1 -1 3.5
II 0.34 0.05 0.82 0 0.58 0.78 0.41 3 4; 4; 4 312; 313; 315 4

IEh 0.50 0.01 0.79 1 0.74 0.71 0.96 2 11; 4 261; 265 3.5
IEm 0.23 0.57 1.02 0 0.82 0.97 0.55 2 10; 11 137; 208 3.75
IEl 0.24 1.00 0.97 0 0.96 0.98 0.92 2 8; 11 195; 256 3.75
IUh 0.05 0.18 1.10 0 0.74 0.74 0.86 2 1; 11 154; 409 3.5
IUm 0.50 0.38 1.17 0 0.93 0.84 0.96 2 1; 4 353; 390 3.5
IU l 0.50 0.62 1.07 0 0.84 0.95 0.97 0 -1 -1 4

The first 2 columns give p-values for a Jarque-Bera and a Kolmogorov-Smirnov normality tests. The next column display the F-statistics of the test for equal variance before and after 1994. The

column "reject" is equal to one when the null hypothesis of homoskedasticity is rejected. The next 3 column give the p-values of an LBQ-test at lag 1, 6 and 12. Finally, the last four columns

display the number of outliers, their type their type (1 for AO, 4 for LS and 6 to 16 for Seasonal outliers), location (1 corresponds to January 1976) and the critical value used for the detection.

Table 23: Tests and Outliers (2)

A.2.7 Estimation Results: Comparison of seasonally adjusted unemployment rates

Figure 18 compares the seasonally adjusted unemployment rate series obtained using the framework
presented in Section 3 with the official series released by the BLS. Given that the unemployment
rate series used in this paper does not feature New unemployed entrants, I download the seasonally
unadjusted unemployment rate series from the BLS website. Note that to deseasonalize time series,
the BLS proceeds by deseasonalizing series by gender and age and then aggregates these seasonally
adjusted series to obtain the aggregate unemployment rate series. In spite of these different methods,
Figure 18 reveals that adjusted series are quite similar.
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Seasonally adjusted series for the unemployment over the period 1976-2010 expressed in percent-
ages. The official series released by the BLS,ut − BLS, is displayed in red while the seasonally
adjusted series obtained from the framework presented in Section 3 is shown as the dashed black
line. This figure also gives the correlation between both series (both in level and first differenced).

Figure 18: Seasonal adjustment of the unemployment rate

A.3 Margin of Adjustment and Time Aggregation Corrections

A.3.1 Likelihood Function.

To derive the likelihood function, we should recall that a CTMC can be thought in terms of holding
time and jump chain (see section 2.6 in Norris (1997)). The holding time τ in state i follows an
exponential distribution with parameter fi ≡ −fii. Once the holding time is over, an individual
transition from state i to j with probability fij

fi
. Defining the time spent in the starting state i as

τ0, an observation is a sequence of state (the jump chain) {S0, S1, S2, ...} with Sl ∈ {Eh, Em, El, ...}
and holding time {τ0, τ1, ...}. The likelihood contribution of this observation (using a subscript 1 to
indicate the observation number) over the interval of time [0, T ] is given by :

L1 = fie
−fiτ1,0 fij

fi
fje
−fjτ1,1 fjk

fj
...

= e−fiτ1,0fije
−fjτ1,1fjk...

=
K∏
i=1

∏
j 6=i

efiR1,i(T )f
N1,ij(T )
ij

where K is the total number of states, R1,i(T ) =
∫ T
0 1(Sl = i) is a total time spent in state i by time

T and N1,ij(T ) is total number of transitions observed from state i to state j by time T . The joint
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likelihood function is then obtained by taking the product of all individual contributions. Defining
Ri(T ) and Nij(T ) as the total amount of time spent in state i and the total number of transitions from
state i to state j for all observations, we obtain expression (17) displayed in the main text.

A.3.2 CTMC Simulation.

Bladt and Sørensen (2005) propose to use Gibbs sampling to simulate the posterior distribution (19).
This requires sampling from P (X|Θ) (the likelihood function) and Bladt and Sørensen (2005) propose
to simulate continuous time Markov chain to reproduce the total transitions (gross flows) observed in
the data from each labor market state. The following paragraph gives more details on this process.

The simulation of CTMC is done by first drawing a holding time from an exponential distribution
with parameter fi.41 If this holding time is smaller than the length of a period, a transition from state
i to j happens with probability fij

fi
.42 This process is repeated until the length of the period is reached

and the holding times and transitions are recorded.
In order to make this process clearer, let’s assume that there are 100 individuals starting the

month t − 1 in high skill employment Eh. Among these 100 individuals, 95 are recorded to be in
high skill employment in month t which corresponds to the EhEh gross flow. Bladt and Sørensen’s
procedure would then require simulating 95 individual CTMC where the starting and ending state
would be Eh. This could happen in different ways. For instance a simulation in which the holding
time drawn would be bigger than 1 would result in no simulated transition and therefore an EhEh

flow. On the other hand, a simulated path EhUhEh would also be consistent with an EhEh gross flow.
Once the 95 EhEh transitions have been obtained, all other simulations leading to this transition are
rejected. The simulations of individual CTMC stops when all gross flows from all states have been
reproduced. These simulation results allow to compute the total time spent in state i, Ri(T ) and the
total number of transitions from state i to j, Nij(T ) which are then used to draw new hazard rates
from the posterior distribution (19).

The Time Aggregation correction is performed after the Margin of Adjustment one. The Margin
of Adjustment corrections is applied to flow rates which implies that I do not have corrected gross
flows required for CTMC simulations. I therefore recreate a labor market with 20000 individuals. I
can then use the population stocks normalized by total population to obtain the starting states for
each individual and the corrected flow rates to obtain the gross flows to be reproduced. Let’s assume
for instance that in January 1976, 20% of the population was in high skill employment (eh = 0.2). This
means that 4000 individuals start in high skill employment. If the EhEh flow rate corrected for Margin
of adjustment is 0.95 (p̃EhEh = 0.95), I would have to simulate 3800 CTMCs starting Eh and ending
up Eh. Therefore, the requirement to compute gross flows is to assume a certain number of individuals.
I do not have much evidence to pick this number. As a result, I ran the Bayesian estimation procedure
for different number of individuals (10000, 20000 and 30000) and for February 1976. It turns out that
this number has a limited effect on the results and 20000 was retained over 10000 as it insures that all
non zero flow rates lead to at least 1 observed transition.43

Finally, note that this Bayesian estimation technique offers interesting aspects that were not
41This can be done using the inverse sampling method. We have to generate a random numbers from a uniform

distribution in the interval [0, 1], invert the exponential cumulative distribution function and evaluate the inverse using
the randomly generated number from the uniform distribution.

42Note that the unit of time is assumed to be a month given that I work with monthly transitions and estimate monthly
hazard rates. Therefore a transition happens if the holding time drawn is smaller than 1. See also Figure 19.

43High skill unemployment represents less 0.5% of total population on average. With 10000 individuals, there will
only be around 50 individuals high skill unemployed and a transition rate smaller than 1% would then imply 0 observed
transitions. This is often the case for p̃U

hUm and p̃U
hUl . Increasing the number of individuals to 20000 ensure that at

least 1 of these monthly transitions are reproduced.
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exploited in this work. In particular, this estimation method can be used to reproduce how the CPS
assign labor market status to respondent. Assume that 1 CTMC simulation for a given month t leads
to the following transition:

0 .25 .5 .75 1

Eh
Uh

1rst week 2nd week 3rd week 4th week

tt− 1

Figure 19: EhUh Simulated Transition

As displayed in the above figure, the transition to unemployment occurs during the last week of the
month.44 According to how the CPS measure stocks, the ending state recorded should be Eh and not
Uh because some time in employment is observed in the last week. A similar example can be applied
to a transition to inactivity in the last week of the month.

The Bayesian estimation procedure, through the simulations of CTMCs, offers the possibility to
reproduce the labor market state assignment used by the CPS. As mentioned by Elsby et al. (2015),
accounting for this dynamic assignment could matter for the estimation of hazard rates.

A.3.3 Corrected Flow Rates: Aggregates, from Employment and from Inactivity
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Quarterly flow rates. The corrected flow rates from Section 3 are displayed in blue, the series
corrected for Margin of adjustment is displayed in red and the Time Aggregation corrected series
is plotted in green.

Figure 20: Flow rates corrected for Margin of Adjustment and Time Aggregation (2).

44Note that actually, the interview usually takes place the week of the 12th such that the end of a period should be
when the interviews have taken place rather than the end of the month.
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Quarterly flow rates. The corrected flow rates from Section 3 are displayed in blue, the series
corrected for Margin of adjustment is displayed in red and the Time Aggregation corrected series
is plotted in green.

Figure 21: Flow rates corrected for Margin of Adjustment and Time Aggregation (3).
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