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1 Introduction

Agents can learn from �nancial markets to predict macroeconomic outcomes. At the same

time learning dynamics can feed back into both the macroeconomy and �nancial markets.

This paper introduces the term structure of interest rates in an estimated medium-scale

dynamic stochastic general equilibrium (DSGE) model with adaptive learning (AL) expec-

tations. The aim of this paper is twofold. First, we analyze the role of term structure

of interest rates in the learning process of economic agents. Second, we study how term

structure innovations are transmitted into the macroeconomy under AL.

We build on the AL model of Slobodyan and Wouters (2012b) allowing the agents to use

explicit data contained in the term structure of interest rates to characterize private expecta-

tions formation. The term structure provides an important additional source of information,

beyond the one provided by macroeconomic variables used in previous AL models, which is

observable by private market participants when pricing government bonds. The rationale of

this approach is further motivated by a large empirical literature (among others, Fama, 1990;

Mishkin, 1991; Estrella and Mishkin, 1997; Ang, Piazzesi and Wei, 2006) showing evidence of

the ability of the term spread to predict the future evolution of both in�ation and economic

activity.1

More generally, this paper also builds on a recent growing literature investigating the role

of AL, as an alternative to the assumption of rational expectations (RE), in the analysis of

DSGE models. Recent papers (for instance, Orphanides and Williams, 2005a; Milani, 2007,

2008, 2011; and Eusepi and Preston 2011) focused their attention on small-scale DSGE mod-

els whereas Slobodyan and Wouters (2012a, 2012b) introduced AL in a medium-scale DSGE

1This paper is also related with another fast-growing strand of the literature (see for instance, Hördahl,
Tristani and Vestin, 2006; Rudebusch and and Wu, 2008; Bekaert, Cho and Moreno, 2010) aiming to link the
small-scale new Keynesian monetary model dynamics with the term structure of interest rates. Moreover, De
Graeve, Emiris and Wouters (2009) show evidence on the importance of considering medium-scale rational
expectations DSGE models, as Smets and Wouters (2007) model, to understand the links between the term
structure and the aggregate economy. Thus, our paper builds also on De Graeve, Emiris and Wouters (2009)
by considering AL instead of rational expectations.
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model.2 While the �rst group of papers considers that agent's expectations are based on a

linear function of the state variables of the model whose learning coe�cients are updated

every period under a gain rule (i.e. the minimum state variable approach), Slobodyan and

Wouters (2012b) consider an AL model with agents forming expectations using small fore-

casting models updated by the Kalman �lter. Small forecasting models typically assume that

agents form their expectations based on the information provided by observable endogenous

variables, such as those showing up in the Euler equations of a DSGE model.3

Deviating from the RE assumption by considering AL based on small forecasting models

is largely appealing for three main reasons. First, in reality agents face limited information

about the economy which is at odds with the full information approach assumed under RE.

Moreover, gathering and processing information is costly. So, it is likely that economic agents

rely on a small set of variables when trying to �gure out the relevant economic environment

in their decision processes. Second, AL typically features a sluggish reaction to exogenous

and latent shocks hitting the economy, which provides an additional source for explaining

aggregate persistence. Third, as in Eusepi and Preston (2011) and Milani (2011), AL may

add a potential important source of �uctuations associated with expectational shifts (from

a certain degree of optimism to pessimism and vice versa) driving the learning process. Un-

fortunately, any form of deviation from the RE assumption studied in the literature is also

largely arbitrary, which requires further assessment. As suggested by Adam and Marcet

(2011) and Slobodyan and Wouters (2012b), considering actual data on private sector ex-

pectations available through surveys or forward-looking variables, like asset prices, might be

2There is also a large macroeconomic literature analyzing deviations from the RE assumption in the
context of small-scale models, where the assumption of perfect information assumed under RE is somehow
relaxed. This literature includes, among others, the rational inattention approach (Sims, 2003; Adam, 2007;
Mackowiach and Wiederholt, 2009), the sticky information approach (Mankiw and Reis, 2002; Reis, 2009)
and the imperfect information approach (Svensson and Woodford, 2004; Coenen, Levin and Wieland, 2005;
Levine, Pearlman, Perendia and Yang, 2012; Pruitt, 2012).

3Considering small forecasting models based only on observable variables is arguably a more appealing
approach to AL than the minimum state variable approach since the latter requires that agents perfectly
observe the realizations of all relevant shocks. Other papers (Adam, 2005; Orphanides and Williams, 2005b;
Branch and Evans, 2006; Eusepi and Preston 2011; Ormeño and Molnár, 2014) have also provided support
for the use of small forecasting models on several grounds such as their relative forecast performance and
their ability to approximate well the Survey of Professional Forecasters.
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very useful in disciplining expectation formation.4

The introduction of the term structure in small forecasting models is further motivated

because it helps to overcome two type of shortcomings associated with the analysis of AL

models. On the one hand, AL models are arguably based on an extremely backward-looking

structure by relying only on lagged values of the forecasted variable. On the other hand,

estimated AL models typically use revised data whereas actual learning dynamics are likely to

be driven by real-time data available to agents when forming their expectations.5 Considering

the term structure of interest rates in small forecasting models partially alleviates these

limitations since term spreads are forward-looking variables and, in addition, they provide

real-time information about the behavior of the aggregate economy beyond the (potentially

inaccurate) information provided by real-time data on production and in�ation.6

As a robustness check, we study two additional sensible ways of disciplining expectations

in an estimated DSGE model with AL. First, a comparison of the U.S. pre-1984 and the

Great Moderation periods provides a good environment for disciplining AL expectations and

discriminating across alternative small forecasting models. Thus, reasonable small forecasting

models should feature more stable learning coe�cients in low volatility regimes such as the

Great Moderation period than in high volatility regimes as the pre-1984 period. Second, we

look for small forecasting models characterized by rather stable learning coe�cients. The

rationale for this requirement in disciplining expectations can be explained as follows: while

we believe in the potential role of learning as a source of business cycle �uctuations, we also

think is appropriate to play conservative by disregarding forecasting models characterized by

excessive volatility of the learning coe�cients since this feature would eventually result in a

4In this vein, recent papers introducing AL in DSGE models typically use the Survey of Professional
Forecasters (SPF) to include additional observables in order to disciplining agents' predictions as in Milani
(2011) and Ormeño and Molnár (2014), or to assess the performance of AL expectations as in Slobodyan and
Wouters (2012b).

5An exception is Orphanides and Wei (2012). They used real time data, but their focus was on VAR
models rather than a DSGE model. As an alternative to the use of real-time data, Ormeño and Molnár
(2014) used the one-quarter-ahead expectations of the GDP de�ator from the SPF recorded in real-time as
a way of disciplining in�ation expectations.

6In a parallel paper, we analyze the interactions of introducing together AL, the term structure and
real-time data in the Smets and Wouters (2007) model.
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likely overestimation of the importance of learning in explaining actual business cycles to the

detriment of structural shocks.

Our empirical analysis shows that the inclusion of the term structure in the AL model

provides additional support to important features found by Slobodyan and Wouters (2012b)

in their estimated medium-scale DSGE model with AL. In particular, the AL model with

term spread also reproduces the upward trend of perceived in�ation persistence in the 1960s

and 1970s, followed by a sharp decline until the mid-1980s, which explains the hump-shaped

pattern of U.S. in�ation in the last �fty years. Moreover, the AL model with term spread

also results in lower estimates for the persistence of the exogenous shocks driving price and

wage dynamics than those obtained in an estimated RE version of the model. The intuition

is rather simple. The inclusion of AL introduces a source of persistence through the learning

dynamics that reduces the role of exogenous shock persistence. However, when a forward-

looking variable as the term spread is included in the AL model the sluggishness of the

learning process decreases, which results in an increase of the parameters characterizing

endogenous persistence in order to mimic the persistence of actual aggregate data. More

precisely, the new version of the AL model with term spread exhibits the following three

important features. First, the estimated persistence in the belief coe�cients is lower than

the one estimated for the AL model without the term structure. Second, the estimated

values of a few structural parameters characterizing endogenous persistence become higher

when the term spread is incorporated in the AL expectation formation mechanism. Thus, the

estimated values of parameters characterizing the elasticity of the cost of adjusting capital,

price and wage stickiness and both wage and price indexation schemes increase. Last but not

least, the dynamics of the small forecasting models are a�ected by the information content

of the term spread. Thus, including the term spread largely reduces the variability of the

coe�cients featuring the learning processes of the forward-looking variables, which allows us

to be conservative when assessing the importance of learning dynamics in explaining business

cycle �uctuations.
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In regards to the assessment of the extended AL model with term structure, our empirical

results show that our extended model does a good job when reproducing most U.S. business

cycle features. For instance, the AL model with term structure outperforms the other models

when replicating the size of �uctuations of many aggregate variables as well as their �rst-order

autocorrelation and their comovement both with output growth and in�ation. These results

suggest that the mixture of the forward-looking dynamics incorporated through the term

spread and the backward-looking dynamics of the standard AL process helps to enhance the

overall �t of the model. Moreover, the estimated time-varying impulse-response functions

show that the term spread innovations are an important source of persistent �uctuations

under AL, especially during the 1960s and 1970s. This �nding stands in sharp contrast to

the absence of responses of aggregate variables to term premium shocks under RE.

The rest of the paper is organized as follows. Section 2 introduces the term structure in

the medium-scale AL model. Section 3 discusses the main estimation results and analyzes the

evolution of the estimated learning process coe�cients over time. Section 4 provides a model

assessment based on a measure of in-sample �t and business cycle features. Section 5 assesses

the robustness of estimation results across alternative formulations of small forecasting models

that include the term spread as a predictor. Finally, Section 6 concludes.

2 An adaptive learning model with term structure

This paper investigates the potential contribution of the term spread in the characterization

of the agent's learning process. Our model builds on the estimated AL medium-scale DSGE

model of Slobodyan and Wouters (2012b) by �rst extending the model to account for the

term structure of interest rates. Second, a term spread is used in the small forecasting models

of a few forward-looking variables (i.e. those involving expectations in the estimated DSGE

model of Smets and Wouters, 2007). This standard medium-scale estimated DSGE model

contains both nominal and real frictions a�ecting the choices of households and �rms, we
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brie�y present this model next. However, our main focus is on the extensions related to both

the term structure and AL. The complete log linearized model of the Smets and Wouters

(2007) model extended with AL and the term structure is presented in the Appendix together

with a table describing parameter notation.

2.1 The DSGE model

Our model is based on the standard DSGE model of Smets and Wouters, hereinafter referred

as the SW model. Households maximize their utility that depends on their levels of con-

sumption relative to an external habit component and leisure. Labor supplied by households

is di�erentiated by a union with monopoly power setting sticky nominal wages à la Calvo

(1983). Households rent capital to �rms and decide how much capital accumulate depending

on the capital adjustment costs they face. Intermediate �rms use capital and di�erentiated

labor to produce di�erentiated goods and set prices à la Calvo. In addition, both wages and

prices are partially indexed to lagged in�ation when they are not re-optimized, introducing

another source of nominal rigidity. As a result, current prices depend on current and ex-

pected marginal cost and past in�ation whereas current wages are determined by past and

expected future in�ation and wages. The monetary authorities follow a Taylor-type rule re-

acting to in�ation and output gap de�ned like output relative to the underlying productivity

process, rather than the natural output level used in the SW model. This assumption avoids

the modeling of the �exible economy which includes many additional forward-looking vari-

ables.7 Finally, the model contains seven stochastic disturbances associated with technology,

demand-side, and price and wage markup shocks.

7This simplifying assumption was suggested by Slobodyan and Wouters (2012b).

7



2.2 The term spread extension

This section introduces the term spread in the SW model. Following De Graeve, Emiris

and Wouters (2009) and Vázquez, María-Dolores and Londoño (2013), we extend the DSGE

model by explicitly considering the interest rates associated with alternative bond maturities

indexed by j (i.e. j = 1, 2, ..., n). From the �rst-order conditions characterizing the optimal

decisions of the representative consumer, one can obtain the standard consumption-based

asset pricing equations associated with each maturity:

Et

[
βt
UC(Ct+j, Nt+j)R

{j}
t

UC(Ct, Nt)

]
= 1, for j = 1, 2, ..., n,

where Et stands for the RE or the AL operator depending on the scenarios analyzed be-

low, UC denotes the marginal utility consumption, and Ct, Nt and R
{j}
t denote consumption,

labor and gross real return of a j-period maturity bond, respectively. After some algebra,

the (linearized) model implies the expectations hypothesis model, i.e. the nominal interest

rate associated with the j-period (long-term) maturity bond is the average of the expected

successive interest rates associated with rolling a 1-period bond over the maturity horizon.

Formally,

r
{j}
t =

1

j

j−1∑
k=0

Etrt+k,

where the interest rates are written in deviations from their respective steady-state values.

Therefore, the nominal yield of the j-period maturity bond, r
{j}
t , is equal to the average of the

expectations of the short-term (1-period) nominal interest rate, rt+k for k = 0, 1, 2, ..., j − 1.

As is standard in the related literature, we allow for deviations of the model-implied yields

from actual yields by adding a term premium shock, ξ
{j}
t :

r
{j}
t =

1

j

j−1∑
k=0

Etrt+k + ξ
{j}
t , (1)
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We further assume that ξ
{j}
t follows an AR(1) process:

ξ
{j}
t = ρ{j}ξ

{j}
t−1 + η

{j}
t . (2)

This autoregressive structure allows for term premium shock persistence, measured by ρ{j},

whereas η
{j}
t is the white noise innovation of the term premium shock associated with the

j-period maturity bond.8 Furthermore, our empirical formulation below includes a constant

to capture the mean of a yield.

The term spread, sp
{j}
t = r

{j}
t − rt for 2 ≤ j ≤ n, is clearly a forward-looking variable

under RE since a (longer term) interest rate, r
{j}
t , involves by de�nition expectations of

future realizations of the short-term nominal interest rate. However, under AL, the forward-

looking behavior of the term spread is entirely driven by the term premium innovations,

η
{j}
t , since expectations of one-period interest rate to alternative forecast horizons are purely

backward-looking. As discussed below, the estimated model shows that the term premium

shocks become an important source of aggregate �uctuations under AL. This �nding stands

in striking contrast to the absence of transmission of term premium shocks to the macroe-

conomy under RE. Moreover, the consideration of the term spread in a DSGE model under

AL contributes to the goal of disciplining expectations by characterizing agents' expectations

beyond the one-period ahead expectations considered in standard DSGE models. Our anal-

ysis will focus on the 1-year term spread (i.e. sp
{4}
t ) from now on because it implies a more

parsimonious AL model as explained below.

8This structure di�ers from the one considered by De Graeve, Emiris and Wouters (2009) in two aspects.
First, they consider a measurement error in the term spread instead of a term premium shock. Second, they
consider a time-varying in�ation target in the monetary policy rule. Whereas the �rst di�erence is mainly a
matter of semantics the second di�erence may introduce an additional source of exogenous persistence. We
choose to ignore this potential source of exogenous persistence for two main reasons. First, our empirical
analysis shows that a time-varying in�ation target is no longer needed to reproduce the actual aggregate
persistence when the output gap is de�ned as in Slobodyan and Wouters (2012b). That is, the output gap
is de�ned as the deviation of output from its underlying neutral productivity process and not as the natural
output gap. Second, it allows a more straightforward comparison with the Slobodyan and Wouters (2012b)
model that helps to assess the importance of the AL expectations formation and the role of the term spread.
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2.3 The adaptive learning extension

When a researcher decides to deviate from the standard RE hypothesis, the way agents' beliefs

are characterized becomes a crucial issue. This paper assumes a small linear forecasting model

(for instance, an autoregressive process) that agents follow to update their expectations, the

so-called "perceived law of motion" (PLM). The coe�cients of the PLM are updated through

a Kalman �lter with the arrival of new information. Next, the small linear forecasting models

are combined to form the expectation functions for the di�erent forward-looking variables of

the model. Consequently, the AL model does not impose a perfect knowledge of the model

structure and shock realizations. Moreover, the AL approach allows us to investigate the

ability of the term spread to restrict the set of observed relevant variables taken into account

when agents form their forecast as well as the variables entering in the updating expectation

processes.

We now proceed to a brief explanation of how AL expectation formation works.9 A DSGE

model can be represented in matrix form as follows:

A0

 yt−1

wt−1

+ A1

 yt

wt

+ A2Etyt+1 +B0εt = 0,

where yt is the vector of endogenous variables at time t and wt is the exogenous driving force

following an AR(1):

wt = Γwt−1 + Πεt,

where εt is the vector of innovations.

Under AL, the adaptive expectations of the forward-looking variables,Etyt+1, are de�ned

as linear functions of lagged values of the variables, whose time-varying (learning) coe�cients

are updated as explained in the subsection below. Once the expectations of the forward-

looking variables,Etyt+1, are computed they are plugged into the matrix representation of

9For a detailed explanation see Slobodyan and Wouters (2012b).
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the DSGE model to obtain a backward-looking representation of the model as follows

 yt

wt

 = µt + Tt

 yt−1

wt−1

+Rtεt,

where the time-varying matrices µt, Tt and Rt are nonlinear functions of structural parameters

(entering in matricesA0, A1,A2 andB0) together with learning coe�cients discussed below.

Forming and updating expectations

Agents are assumed to have a rather limited view of the economy under AL. More precisely,

their PLM process is generally de�ned as follows:

yt+1 = X t−1βt−1 + ut+1,

where y is the vector containing the k forward-looking variables of the model, X is the

matrix of the kxn regressors, β is the vector of the n updating parameters, which includes an

intercept, and u is a vector of errors. These errors are linear combinations of the true model

innovations, εt+1. So, the variance-covariance matrix, Σ = E[ut+1u
T
t+1], is non-diagonal.

Agents are further assumed to behave as econometricians under AL. In particular, it is

assumed that they use a linear projection scheme in which the parameters are updated to

form their expectations for each forward variable:

Etyt+1 = X t−1βt−1.

The updating parameter vectorβ is further assumed to follow an autoregressive process where

agents' beliefs are updated through a Kalman �lter. This updating process can be represented

as in Slobodyan and Wouters (2012b) by the following equation:

βt − β̄ = F (βt−1 − β̄) + vt,
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where F is a diagonal matrix with the learning parameter | ρ |≤ 1 on the main diagonal

and vt are i.i.d. errors with variance-covariance matrix V . The Kalman �lter updating and

transition equations for the belief coe�cients and the corresponding covariance matrix are

given by

βt|t = βt|t−1 +Rt|t−1Xt−1

[
Σ +XT

t−1R
−1
t|t−1Xt−1

]
−1
(
yt −Xt−1βt|t−1

)
, (3)

with (βt+1|t − β̄) = F (βt|t − β̄). βt|t−1 is the estimate of β using the information up to

time t − 1 (but further considering the autoregressive process followed by β), Rt|t is the

variance-covariance matrix of X, Rt|t−1 is the estimate of matrix R based on the information

at time t− 1. Therefore, the updated learning vector βt|t is equal to the previous one, βt|t−1,

plus a correction term that depends on the forecast error,
(
yt −Xt−1βt|t−1

)
. Moreover, the

mean-square error, Rt|t, associated with this updated estimate is given by

Rt|t = Rt|t−1 −Rt|t−1Xt−1

[
Σ +XT

t−1R
−1
t|t−1Xt−1

]
−1XT

t−1R
−1
t|t−1, (4)

with Rt+1|t = FRt|tF
T + V .

A PLM with term spread

We adapt our extended SW model with the term spread to the AL version of this model.

As mentioned above, one of the key ingredients of a model with AL is the way agents'

expectations formation are characterized (i.e. the PLM of agents). Therefore, it is important

to motivate the choice of the PLM. Slobodyan and Wouters (2012b) suggests the following

form for the PLM:

Etyt+1 = θy,t−1 + β1,y,t−1yt−1 + β2,y,t−1yt−2.

That is, each expectation formed at time t using the information up to time t − 1 depends

on an intercept and its �rst two lagged values (i.e. an AR(2) model). The presence of this

intercept relaxes the RE assumption of agents having perfect knowledge about a common
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deterministic growth rate and a constant in�ation target assumed in the SWmodel. Thus, the

consideration of a time-varying intercept coe�cient allows expectations to trace trend shifts

in the data and changes in the in�ation target. In our DSGE model with term structure,

we alternatively suggest a PLM motivated by the ability of term spreads to predict real

economic activity and in�ation (Estrella and Mishkin, 1997). More precise, we adopt the

following PLM

Etyt+1 = θy,t−1 + β1,y,t−1yt−1 +
n∑
j=1

β
{k}
sp,y,t−1sp

{k}
t−1.

At �rst sight, one might think that considering the whole term structure of interest rates to

characterize AL would be useful. However, considering term spreads associated with long-

horizons bonds implies the need of de�ning the whole set of expectations of the short-term

nominal interest rate from the1-period horizon up to the n-period horizon. This task can-

not be accomplished because, according to the term structure equation (1), the number of

parameters de�ning the PLM associated with these expectations dramatically increases with

the number of expectations of the nominal short-term interest rate de�ned for alternative

forecast horizons, which in practice results in severe identi�cation problems of the PLM pa-

rameters.10 Furthermore, there is evidence (Mishkin, 1991) showing that at longer maturities

than two quarters, the term structure of interest rates helps to anticipate future in�ationary

pressures. For these reasons, we focus our attention on the role of the 1-year term spread to

characterize the PLM of forward-looking variables:

Etyt+1 = θy,t−1 + β1,y,t−1yt−1 + βsp,y,t−1spt−1,

10For instance, if we consider the 2-year maturity yield in addition to the 1-year yield we have only an
additional observable time series, but we have to estimate the parameters associated with the additional
expectations of the nominal short-term interest rate from the 4-quarter ahead up to the 7-quarter ahead
expectations. In the simplest case where each of these expectations involve only two parameters, considering
the 2-year maturity rate requires the estimation of 8 (= 2(7 − 3)) additional learning coe�cients. If we
want to consider a long term rate as the 10-year maturity rate, it would then require the estimation of 72
(= 2(39− 3)) additional learning coe�cients taking into account only �ve additional observables (the 2-year,
3-year, 5-year, 7-year and 10-year maturity rates).
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where the superscript {4} has been removed from both the spread and the associated coe�-

cient in order to simplify notation.

The introduction of the term spread seems like a natural step forward when de�ning the

PLM of the alternative forward-looking variables because a few of them can be potentially

better predicted using the information contained in the term spread. However, the estimation

of the SW model under AL incorporating this generalization of the PLM results in large

parameter uncertainty leading to large standard deviations and con�dence intervals for many

structural parameter estimates. Moreover, as discussed above we look for small forecasting

models satisfying two important criteria. First, we focus on small forecasting models featuring

more stable learning coe�cients in low volatility regimes such as the Great Moderation period

than in high volatility regimes as the pre-1984 period. Second, we look for small forecasting

models characterized by rather stable learning coe�cients. Avoiding an excessive volatility of

the learning coe�cients is a reasonable feature for a forecasting model in order to overcome

the potential issue of overestimating the importance of learning in explaining actual business

cycles. The following set of parsimonious PLM for the alternative forward-looking variables

of the model satisfy these criteria:11
Etyt+1 = θy,t−1 + β1,y,t−1yt−1 + β2,y,t−1yt−2, for y = l, q, i, w

Etyt+1 = θy,t−1 + β1,y,t−1yt−1 + βspread,y,t−1spt−1, for y = c, π, rk

Etrt+j = θj,t−1 + βj,t−1rt−1, for j = 1, 2, 3

where l, q, i, w, c, π and rk stand for (in deviation from their respective steady-state values

or detrended by its balanced growth rate) hours worked, Tobin's q, investment, real wage,

consumption, in�ation and the rental rate of capital, respectively. In simple words, it is

found that the SW model with term spread under an AL scheme performs better when the

term spread is used instead of the second lag of the corresponding variable in the PLM of

consumption, in�ation and the rental rate of capital. This result suggests that the informative

11As discussed in Section 5 below, other PLM speci�cations also performed relatively well.
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content of the term spread is richer than their own second lagged value for these three

expectations. Moreover, the introduction of the 1-year term spread in the AL model requires

the introduction of the PLM functions associated with the 1-period, 2-period and 3-period

ahead forecasts of the short-term nominal interest rate at time t (i.e. Etrt+1, Etrt+2 and

Etrt+3, respectively). In these three cases, a parsimonious PLM including only the intercept

and the lagged short-term nominal interest rate, rt−1, works well. Furthermore, the inclusion

of a time-varying intercept coe�cient in the PLM of interest rates allows the AL expectations

to track term premium swings in the data due to shifts in aggregate uncertainty (e.g. the

pre-Volcker period versus the Great Moderation period).

3 Estimation results

This section starts describing the data and the estimation approach. Subsequently, the

estimation results for the following four alternative DSGE models are discussed: (i) the

SW model, (ii) the SW model with term spread, (iii) the SW model with AL suggested by

Slobodyan and Wouters (2012b), from now on SlW, and (iv) the SW model with AL and

term spread, hereafter SlWTS. Models (i) and (iii) were discussed and compared at length by

Slobodyan and Wouters (2012b) whereas De Graeve, Emiris and Wouters (2009) discussed

model variants of (i) and (ii). Therefore, our discussion is mainly focusing on the interaction

of AL expectations formation and the term spread. The section also discusses the evolution

of learning coe�cients over time and the associated time-varying impulse response functions.

3.1 Data and the estimation approach

To facilitate the comparison with Slobodyan and Wouters (2012b) estimation results, the

alternative models are estimated using U.S. data for the sample period running from 1966:1

until 2007:4. The set of observable variables is identical to theirs (i.e. the quarterly series

of the in�ation rate, the Fed funds rate, the log of hours worked, and the quarterly log
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di�erences of real consumption, real investment, real wages and real GDP) with the addition

of the 1-year Treasury constant maturity yield. GDP, consumption, investment and hours

worked are measured in per-working age population terms. The measurement equation is

Xt =



dlGDPt

dlCONSt

dlINVt

dlWAGt

lHourst

dlPt

FEDFUNDSt

One year TB yieldt



=



γ

γ

γ

γ

l̄

π

r

r{4}



+



yt − yt−1

ct − ct−1

it − it−1

wt − wt−1

lt

πt

rt

r
{4}
t



,

where l and dl denote the log and the log di�erence, respectively. γ = 100(γ − 1) is the

common quarterly trend growth rate for real GDP, real consumption, real investment and

real wages, which are the variables featuring a long-run trend. l̄, π, r and r{4} are the steady-

state levels of hours worked, in�ation, the Fed funds rate and the 1-year (four-quarter)

constant maturity Treasury yield, respectively.

The estimation approach follows a standard two-step Bayesian estimation procedure.

First, a maximization of the log posterior function is carried out by combining prior infor-

mation on the parameters with the likelihood of the data. The prior assumptions are exactly

the same as in Slobodyan and Wouters (2012b). Moreover, we consider rather loose priors

for the parameters characterizing the 1-year yield dynamics. The second step implements the

Metropolis-Hastings algorithm, which runs a massive sequence of draws of all the possible

realizations for each parameter in order to draw a picture of the posterior distribution.12

12The RE versions of the DSGE models are estimated using standard Dynare routines whereas the AL ver-
sions of the models used the codes gently provided by Slobodyan and Wouters with a few minor modi�cations
to accommodate the presence of the term spread in the PLM.
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3.2 Estimation results

Table 1 shows the estimation results associated with the four alternative estimated DSGE

models divided in two panels. Panel A shows the structural parameter estimates whereas

Panel B shows the estimates of the parameters describing shock processes. In general, we

observe that many parameter estimates are rather robust across models with a few important

di�erences. The discussion of these di�erences is organized in two parts. First, the di�erences

between the SW model under RE and the SW model under AL (i.e. SW model versus SlW

model) are discussed to assess the contribution of AL. Second, the di�erences between the

SW model and the SW model with term spread, both under AL (i.e. SlW model versus

SlWTS) are studied to understand the contribution of the term spread when interacting with

AL. A similar structure is followed below when assessing the di�erences found across models

by considering second moment statistics.13

SW model versus SlW

As found by Slobodyan and Wouters (2012b) the consideration of AL instead of the RE

assumption in the estimated SW model largely reduces, on the one hand, the sources of

exogenous persistence due to price mark-up and wage mark-up shocks. Thus, the parameter

estimates of ρp and ρw decrease from 0.84 and 0.97 to 0.32 and 0.54, respectively, when

considering AL instead of RE. On the other hand, AL reduces the importance of endogenous

persistence induced by habit formation, h (from 0.79 to 0.68), the elasticity of the cost of

adjusting capital ϕ (from 5.96 to 3.34) and wage indexation, ιw (from 0.51 to 0.18). The

intuition of these �ndings is rather simple: AL dynamics introduce an important channel

13We also considered the 1-year term spread (i.e. the di�erence between the 1-year Treasury constant
maturity yield and the Fed funds rate) to estimate the SW model under RE with term spread. Introducing
the term spread in the SW model barely changes parameter estimates with a few exceptions. The wage
Calvo probability estimate, ξw, increases from 0.71 to 0.86 when the term spread is considered. The opposite
occurs for the wage indexation parameter, ιw, that goes from 0.51 to 0.24. These results suggest that the
relative importance of the endogenous sources (versus the exogenous sources) in explaining price and wage
persistence increases when the model is extended with the term spread dynamics. Moreover, the inverse of
the Frisch elasticity of labor supply, σl, the volatility of the innovation and the moving average coe�cient
associated with the wage shock, σw and µw, and the persistence of the risk premium shock, ρb, increase
slightly.
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of endogenous persistence ignored when considering the RE assumption. As a consequence,

a few sources of persistence under the RE assumption are of less importance under AL in

order to reproduce the observed persistence in most macroeconomic variables. An exception

is that the persistence of risk premium shocks, ρb, increases with AL (from 0.17 to 0.43).

SlW model versus SlWTS

The introduction of the term spread in the SlW model results in much more changes than

the ones introduced by the single-step extension of the SW model with AL analyzed above.

On the one hand, the new version of the AL model with term spread, reinforcing the �ndings

of Slobodyan and Wouters (2012b), results in lower estimates for the persistence of the

exogenous shocks that drive price and wage dynamics than those obtained in an estimated

RE version of the model. In particular, the estimated persistence of wage mark-up shocks,

ρw = 0.25, is roughly twice lower than the estimate found for the SlW model (0.54) and four

times lower than the estimate (0.97) associated with the RE version of the model.

On the other hand, it is important to recall that the term spread is a forward-looking

variable.14 This feature implies that learning dynamics endowed with term spread informa-

tion are less sluggish. Thus, the estimated persistence of belief coe�cients, ρ, is much lower

when considering the term spread in the SlWTS model (0.82) than in the SlW model (0.97).

As a consequence of the much faster adjustment of belief coe�cients, the estimates of most

parameters capturing persistent dynamics in the SlWTS are higher in order to mimic actual

data persistence. Thus, the estimates of price and wage stickiness parameters, ξp = 0.71

and ξw = 0.85, are higher than the corresponding estimates in the SlW model (0.64 and

0.82, respectively) and in the SW model (0.70 and 0.71, respectively). In the same line,

the estimates of price and wage indexation parameters, ιp = 0.56 and ιw = 0.53 , are also

higher than the ones in the SlW model (0.27 and 0.18, respectively) and in the SW model

(0.25 and 0.51, respectively). Similarly, the estimate of the elasticity of the cost of adjusting

14Recall that under AL, the forward-looking dynamics associated with the term spread come exclusively
through the term premium innovations.
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capital, ϕ = 6.69, is higher than the ones estimated for the SlW model (3.34) and the SW

model (5.96).15 The only exception to this pattern is that the estimate of the habit formation

parameter, h = 0.61, is lower than the value estimated for the SW model (0.79), but closer

to the one in the SlW (0.68).

Four additional di�erences among parameter estimates are also found. First, the estimate

of the elasticity of capital utilization adjustment cost for the SlWTS model, ψ = 0.14, is

much lower than the estimated values obtained under AL (0.50) and RE (0.55). Second, the

estimate of the Frisch elasticity parameter, σl = 2.22, is higher than the estimated values

obtained under AL (1.74) and RE (1.50). Third, the estimate of the risk aversion parameter,

σc = 1.64, is close to the estimated value under AL (1.53), but higher than under RE (1.22).

Notice that these three di�erences obtained by considering the term structure in the PLM

further reinforces the direction of the estimate changes obtained by considering AL instead

of RE. Finally, the estimated persistence of risk premium shocks, ρb = 0.21, is close to the

one obtained under RE (0.17), but twice lower than the estimated value under AL (0.43). A

possible explanation for this �nding is that considering the term structure of interest rates,

and thus longer-term expectations, helps to identify risk premium shock process parameters.

3.3 Analysis of the PLM

Figures 1A, 1B and 1C show the evolution over time of the PLM coe�cients for in�ation,

consumption and the rental rate of capital, respectively. Each one of them contains two

graphs. The graphs on the left correspond to the SlW model whereas those on the right

correspond to the SlWTS model. Focusing on the SlW model graphs, we observe a strong

negative correlation between the coe�cients associated with the �rst two lags of the cor-

responding forward-looking variable. Indeed, these correlation coe�cients are very large as

discussed below. These �ndings suggest that the information provided by the second lag of

the variable is mostly redundant in these PLM.

15As emphasized by Smets and Wouters (2007), a higher elasticity of the cost of adjusting capital reduces
the sensitivity of investment to the real value of the existing capital stock, q.
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Figure 1A. PLM coe�cients of in�ation

In regards to the in�ation learning process, Figure 1A shows that the introduction of

the lagged term spread instead of the second lag of in�ation in the PLM of in�ation results

in much more stable learning coe�cients. Moreover, the intercept coe�cient showing the

perceived trend based on the past observed in�ation rate (more precisely, the deviations of

perceived long-term in�ation from the constant in�ation target set by the central banker)

takes values closer to zero when the lagged term spread is considered. This �nding suggests

that the expected mean of in�ation does not deviate much from the constant in�ation ob-

jective of the central bank when allowing private agents to form their in�ation expectations

by taking into account the term spread information. Similarly, the lagged term spread coef-

�cient always takes values close to zero but both the intercept and the term spread learning

coe�cients show a positive correlation with observed in�ation. Thus, they increased from

the start of the sample period until the early eighties when U.S. in�ation was increasing and

then, during the rest of the eighties and early nineties, they decreased approaching zero when

in�ation went down. In particular, the value of the correlation coe�cient between actual U.S.

in�ation and the estimated term spread learning coe�cient is 0.76.

The coe�cient associated with lagged in�ation measures perceived in�ation persistence in

the SlWTS model. Similarly, in�ation persistence is measured by the sum of the coe�cients

associated with the �rst two lags of in�ation in the SlW model. The two models implied
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rather similar perceived in�ation persistence patterns. Thus, as found by Slobodyan and

Wouters (2012b), perceived in�ation persistence show an upward trend in the 1960s and early

1970s with a peak around the mid-1970 and another in the late 1970s, followed by a sharp

decline until the mid-1980s. Since then, perceived in�ation persistence has exhibited milder

�uctuations. Thus, it moderately increases in the late 1990s followed by a mild downward

trend in the 2000s.
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Figure 1B. PLM coe�cients of consumption

The e�ects of introducing the lagged term spread on the PLM of consumption and the

rental rate of capital are somehow qualitatively similar to the ones associated with the PLM

of in�ation. Thus, the inclusion of the term spread instead of the second lag of these two

variables results in more stable estimated values of both the intercept and the �rst lag

coe�cient of the two PLM as shown in Figures 1B and 1C. Moreover, the term spread

learning coe�cients associated with the PLM of consumption and the rental rate of capital

always take values close to zero, showing more pronounced �uctuations in the case of the

PLM of consumption before 1984 than after as discussed below.
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Figure 1C. PLM coe�cients of the rental rate of capital

The values of the term spread coe�cients close to zero shown in the PLM of in�ation,

consumption and the rate rate of capital may induce the reader to think that the introduction

of the lagged term spread has a relative minor impact. However, the inclusion of the lagged

term spread largely reduces the short-run �uctuations of the coe�cients associated with the

�rst lag of the variable and the intercept of the three PLM. In particular, we believe that a

rather stable intercept coe�cient is a desirable property of a forecasting model because the

shifts of this coe�cient mainly captures changes in the long-run expectations (i.e. expecta-

tions of the steady-state value or the balanced growth path) of the corresponding variable.

It is then reasonable to think that the intercept mainly features low frequency �uctuations

rather than high frequency �uctuations. Moreover, the consideration of the lagged term

spread in these PLM has four additional e�ects. First, the intercept coe�cient of the PLM

of in�ation falls close to zero, which is consistent with the fact that in�ation is measured in

deviation with respect to its steady-state value. This result is important because, as pointed

out by Slobodyan and Wouters (2012b), the intercept of the PLM of in�ation captures agents'

belief deviations from a constant in�ation target as determined by the monetary policy rule.

Therefore, the inclusion of the lagged term spread in the PLM of in�ation reduces the impor-

tance of this source of in�ation bias. Second, the correlation between the coe�cients of the

�rst two lags of the variable decreases for all those PLM where the lagged term spread is not
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included reducing the importance of the redundancy issues as discussed below. Third, the

introduction of the lagged term spread in the PLM of in�ation, consumption and the rental

rate of capital results in an overall improvement on the ability of the AL model with term

spread to reproduce U.S. business cycle features as shown below. Finally, as shown in the

next subsection, term spread innovations become an important source of �uctuations under

AL.
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Figure 1D. PLM coe�cients of future short term interest rates

Figure 1D shows the evolution of the coe�cients associated with the PLM of the 1-

period, 2-period and 3-period ahead forecasts of the short-term nominal interest rate (i.e.

Etrt+1, Etrt+2 and Etrt+3, respectively). Notice that the coe�cient of the lagged interest rate

�uctuates around one in all cases. Moreover, the size of these �uctuations becomes smaller as

the forecasting horizon increases, which means that the informational content of the lagged

interest rate is larger for short-term forecasting than for long-term forecasting as expected.

Volatility of learning coe�cients

As discussed above, a sound criteria for disciplining expectations is to select the PLM by

disregarding forecasting models characterized by excessive volatility of the learning coe�-

cients as a way of avoiding the overestimation of the importance of learning in explaining

actual business cycles. Table 2 shows the standard deviations of the di�erent learning coef-
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�cients across PLM, AL models (SlW versus SlWTS) and sample periods. When comparing

alternative sample periods, we split the full sample period in two sub-samples, where the

�rst (pre-1984) sub-sample is characterized by high volatility of most aggregate variables and

the second (post-1984) covers the Great Moderation period (1984-2007) characterized by low

volatility.16 The comparison of the pre-1984 and the Great Moderation periods provides a

good environment for conducting a �eld experiment useful for disciplining AL expectations

and discriminating across alternative small forecasting models. In particular, one should

expect that the learning coe�cients should be more stable in low volatility regimes as the

Great Moderation period than in high volatility regimes as the pre-1984 period.17

Comparing the learning coe�cients of each PLM across models, we observe that the

forecasting models with term spread (i.e. the ones associated with the SlWTS) result in

more stable learning coe�cients than the corresponding ones associated with the SlW. This

result holds for the two sub-samples and the whole sample as well. Moreover, the two

forecasting models exhibit, in general, a lower volatility of learning coe�cients during the

Great Moderation period than during the pre-1984 period. Interestingly, the real wage growth

rate is more volatile during the Great Moderation than in the previous period. Accordingly,

the three coe�cients of the PLM of the real wage associated with the SlWTS model exhibit

higher volatility after 1984 than before. However, only the intercept coe�cient of the PLM

of the real wage associated with the SlW model shows this feature.

Table 2 also shows the statistic corr(β1,y,t−1,βj,y,t−1) denoting the correlation between the

coe�cient associated with the �rst lag of the variable y, β1,y,t−1, and the coe�cient associated

with its second lag, β2,y,t−1, or alternatively the coe�cient associated with the lagged term

spread, βsp,y,t−1, depending on whether the lagged term spread enters or not in the PLM.

A value of corr(β1,y,t−1,β2,y,t−1) close to one warns us about the possibility of a redundancy

issue and motivates the exercise of exploring the e�ects of substituting the second lag of

16Stock and Watson (2002) and Smets and Wouters (2007), among others, mark 1984:1 as the start of the
Great Moderation.

17More precisely, the Great Moderation features a lower-than-average volatility for all the observable vari-
ables considered in this paper, but for the real wage growth rate.
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the forward-looking variable in the PLM for the lagged term spread. Interestingly, this

correlation statistic gets smaller even in those PLM where the term spread does not enter.

In sum, the introduction of the term spread instead of the second lag of the corresponding

forward-looking variable not only avoids the use of redundant information from the second

lag of the variable in a few PLM but also helps to overcome the redundancy issue in the rest

of the PLM.

3.4 Impulse response function analysis

As shown by Slobodyan and Wouters (2012a, 2012b), the transmission of structural shocks

are crucially determined by the way agents form their expectations. Therefore, it is important

to show how the impulse response functions (IRF) shift over time driven by changes in the

updating belief coe�cients. Our IRF analysis is divided in two parts. First, we analyze the

estimated time-varying responses of a selected group of real (i.e. output and consumption)

and nominal (in�ation and short-term interest rate) variables to term spread innovations. As

emphasized above, term spread innovations are the only forward-looking components of term

structure under AL. Thus, the responses of output and in�ation to term spread innovations

illustrate how term structure innovations anticipate movements in these variables. Second, we

analyze the responses of output and in�ation to a selected group of shocks (i.e. productivity,

risk premium, monetary policy and wage markup shocks). By comparing these IRF with the

ones reported in Slobodyan and Wouters (2012b, p. 87), we illustrate how the introduction

of the term spread in the small forecasting model changes the transmission of structural

shocks.18

18Following Slobodyan and Wouters (2012b), the IRF are computed using the �xed belief coe�cients
obtained using the information available at each point in time, but then ignoring the updating of these
beliefs driven by the shock. Therefore, these IRF might underestimate the size and persistence of actual
responses.
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IRF to a term premium shock

Recall that the term premium shock capture the forward-looking behavior of the term spread

(see equations (1) and (2)) under AL. Figure 2 shows the time-varying IRF of output, con-

sumption, in�ation and nominal interest rate to a term premium innovation. These responses

are rather sizable when compare to the responses associated with the alternative shocks be-

low. This �nding suggests that term premium shocks are an important source of aggregate

�uctuations under AL. Moreover, we observe that the shapes and the timing of shifts associ-

ated with the IRF of the two real variables (output and consumption) are almost identical.

Thus, the shifts of the IRF are mostly concentrated in the 1960s and 1970s, and later they

only occur around 1984 and 1991. These �ndings stand in sharp contrast to the lack of

a response of aggregate variables to term premium shocks under RE. Most papers in the

literature aiming to link RE DSGE models with the term structure of interest rates (see for

instance, Hördahl, Tristani and Vestin, 2006; and De Graeve, Emiris and Wouters, 2009)

assume a sort of dichotomy where the DSGE model is solved �rst and independently from

the term structure of interest rates. In contrast, the introduction of AL extended with term

structure information allows for a feedback from the term structure to the macroeconomy

that is missing under RE.

Regarding the IRF of the two nominal variables, we also �nd that the shapes and the

timing of shifts are rather similar, but the initial impact and the persistence of the interest

rate responses are slightly larger than the ones associated with in�ation. Moreover, the

persistence of in�ation and interest rate responses is much larger before 1984 than afterward,

which is consistent with the estimated perceived in�ation persistence pattern shown in Figure

1A above.
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Figure 2. Term structure shocks
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IRF of output and in�ation to alternative shocks

Figure 3 shows the IRF of output and in�ation to productivity, risk premium, monetary policy

and wage markup shocks. The shape and timing of shifts associated with the responses of

in�ation to these shocks derived from the SlWTS model are similar to the ones shown in

Slobodyan and Wouters (2012b) based on the SlW model. However, the large responses

taken place before 1984 are much more extreme in the SlW model than in the SlWTS. This

result is consistent with the �nding that the introduction of the term spread in the small

forecasting model reduces the size of �uctuations. Moreover, as with the response of in�ation

to a term spread shock, the size of in�ation responses to the other structural shocks decreases

substantially after 1984 when in�ation was perceived as less persistent.

Regarding the responses of output, we observe a few shifts but they are not so large in

relative terms as those observe for in�ation responses. Moreover, output responses do not
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display di�erent patterns before and after 1984 as occurs with in�ation responses, with the

exception of the response of output to risk premium shocks which becomes less persistence

since 1990.

Figure 3. Shocks on output and in�ation
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4 Model evaluation

This section compares the performance of the four alternative DSGE models across a measure

of in-sample �t based on the root mean squared one-period-ahead forecast error (RMSE) and

a few second moment statistics. More precise, we analyze the standard deviation, the corre-

lations with output growth, the correlations with in�ation and the �rst-order autocorrelation

of the main macroeconomic variables.

Table 3 shows the RMSE associated with each observable variable across the four al-

ternative models. Clearly, the two AL models outperform the RE models for all variables.

Moreover, the SlWTS and the SlW perform rather similar. Thus, the SlWTS performs

slightly better than the SlW for in�ation and the growth rates of output and consumption,

whereas the opposite is true for the rest of the variables.

Table 4 shows second moment statistics obtained from the four estimated DSGE models.

Regarding the standard deviations, we observe that the two AL models (SlW and SlWTS)

reproduce much better the size of the �uctuations of the growth rates of investment and

real wages and the long-term nominal interest rates than the two RE models (SW and SW

with term spread). Moreover, the SlWTS model performs closely to the two RE models in

reproducing the volatility of output growth, and to a lesser extent the volatility of the short-

term interest rate and in�ation, and it outperforms the other three models in reproducing
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the volatility of consumption growth.

Regarding the contemporaneous co-movement with output growth, the SlWTS does a

reasonable job in reproducing the actual correlations: it is as good as the SW model for

most correlations (with the exception of the correlation of output growth with in�ation and

investment growth rate) and it outperforms the SlW for all output growth correlations, but

the correlations of output growth with investment growth and hours worked for which the two

models do a similar job. Regarding the contemporaneous co-movement with in�ation, the

SlWTS is close to the SW model in reproducing the correlations of in�ation with investment,

real wage and output growth rates as well as the correlation between in�ation and the nominal

interest rate. Moreover, it outperforms the SlW for all in�ation correlations.

Finally, the analysis of the �rst-order autocorrelation statistics shows that the SlW model

generates too much persistence in the growth rates of output and consumption when com-

pared to those observed in actual data and those generated by the other three models (SW,

SW with term spread and SlWTS). For the other variables, the four models do in general a

good job in matching their observed persistence. Nevertheless, there a few noticeable di�er-

ences when comparing the two AL models. Thus, the SlWTS model does a better job than

the SlW model when characterizing the persistence of consumption and output growth rates,

in�ation and the 1-year constant maturity rate. However, the opposite occurs for the real

wage growth rate.

5 Robustness analysis

This section studies the robustness of estimation results of the SlWTS model using alternative

speci�cations for the PLM of the forward-looking variables across three dimensions: in-sample

�t, parameter estimates and second-moment statistics.

Table 5 shows the in-sample �t measured by the RMSE across the four alternative PLM

formulations analyzed. The row labeled �Baseline� shows the RMSE for all observables vari-

30



ables obtained from the baseline model discussed in the previous section. That is, it includes

the lagged term-spread in the PLM of in�ation, the rental rate of capital and consumption

instead of the second lag of the corresponding variable. The row labeled �I� shows the corre-

sponding RMSE for the model that includes the lagged term-spread in the PLM of in�ation,

rental rate of capital and wages instead of the second lag of the corresponding variable. The

row labeled �II� shows the corresponding RMSE for the model that includes the lagged term-

spread in the PLM of in�ation, rental rate of capital, consumption and wages instead of the

second lag of the corresponding variable. Finally, the row labeled �III� reports the RMSE for

the model that includes the lagged term-spread instead of the second lag of the corresponding

variable in the PLM of in�ation, rental rate of capital and consumption and where the PLM

of hours worked and wages are assumed to follow an AR(1).19 We observe that the RMSE

is rather robust across the four PLM speci�cations. Moreover, the baseline speci�cation is

the one showing the lowest RMSE for half of the eight observable variables (i.e. for output

growth, in�ation, short-term nominal interest rate and 1-year yield).

Table 6 shows the estimation results for four alternative speci�cations of the PLM studied.

We observe that parameter estimates are rather robust across the alternative speci�cations

of the PLM studied. Nevertheless, there a few noticeable di�erences. First, the estimated

mode of the learning coe�cient, ρ, lies in the interval (0.92, 0.99) across the alternative PLM

studied. Second, the estimates of a few parameters measuring endogenous persistence are

somewhat sensitive depending on the speci�cation used. Thus, the estimates of the habit

formation parameter, h, and the wage stickiness parameter, ξw, both lie in similar intervals

([0.69,0.79] and [0.69,0.87], respectively), whereas the estimates of the price indexation pa-

rameter, ιp, move inside the interval [0.45,0.65] and the elasticity of the cost of adjusting

capital, ϕ, in the interval (4.27,6.82). Third, the estimates of the parameters characterizing

the exogenous persistence of prices and wages, ρp and ρw, also exhibit some variability across

19We explored many other speci�cations as well, but we do not show all of them to save space and keep the
discussion tractable. Recall that we focused on those PLM speci�cations that satisfy the selection criteria
discussed above regarding PLM coe�cient �uctuations. Estimation results from these additional selected
speci�cations can be obtained from the authors upon request.
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alternative PLM speci�cations, but they are much lower in most cases than the corresponding

estimates of the RE models. These results reinforce Slobodyan and Wouters' �nding that

AL models substantially decrease the importance of price and wage exogenous persistence

for reproducing the persistence of actual macroeconomic variables.

Table 7 shows the second moments for the alternatives speci�cations of the PLM an-

alyzed. In general, we observe that the second-moment statistics are rather robust across

PLM formulations. Nevertheless, it is worthwhile to highlight a few di�erences. Regarding

the standard deviations, the baseline PLM formulation does a much better job in reproducing

the size of �uctuations of consumption, output and real wage growth rates than the other

PLM formulations. For the other variables, the baseline PLM formulation falls in general

shorter than the other formulations when reproducing the observed standard deviations. The

baseline formulation also performs much better than the alternative PLM speci�cations when

reproducing the comovement between in�ation and the short-term interest rate. Finally, the

baseline formulation does a much better job in reproducing the persistence of investment

growth than the other speci�cations, but the opposite occurs for the �rst autocorrelation of

the real wage growth rate.

6 Conclusions

In this paper we have extended the adaptive learning model of Slobodyan and Wouters

(2012b) by introducing the term structure of interest rates. While retaining the feature of

AL based on small forecasting models, our extension allows the term spread of interest rates

to help agents forecasting a few forward-looking variables such as in�ation, consumption and

the rental rate of capital. The introduction of term structure information in small forecasting

models results in more stable perceived law of motions for the forward-looking variables than

those obtained when ignoring the term structure. This �nding is important because adaptive

learning schemes are often criticized for being arbitrary (see, for instance, Adam and Marcet
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(2011) and references therein), and potentially amplifying the size of �uctuations in an ad hoc

manner. However, the inclusion of the term structure is useful to disciplining expectations

formation by restricting in general learning coe�cient dynamics and, in particular, the size

of �uctuations induced by the learning process.

Our estimation results show that the inclusion of the term spread in the AL model re-

inforces the di�erent features found by Slobodyan and Wouters (2012a, 2012b) between the

rational expectations (RE) and AL versions of the estimated medium-scale DSGE model,

such as the shifts in beliefs about in�ation persistence explaining the hump-shaped pattern

of U.S. in�ation in the last �fty years as well as the lower estimates for the persistence of the

exogenous shocks driving price and wage dynamics. Moreover, the AL model extended with

the term structure of interest rates results in a strong feedback from the term structure to

the macroeconomy that is missing in RE DSGE models. Furthermore, the empirical results

show that our extended model with term structure does a better job than the RE model and

the AL model without term structure when reproducing most U.S. business cycle features.

A general shortcoming of estimated AL versions of DSGE models is the use of only �nal

revised data when in reality agents have only access to real-time data when updating their

expectations over time. In an ongoing paper, we are investigating an extended version of our

model where the elements of AL and the term spread are combined with the presence of data

revisions a�ecting agent decisions as modeled in Casares and Vázquez (2012) under rational

expectations.
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Table 1. Panel A: Priors and estimated posteriors of the structural parameters of the four alternative models

Priors Posteriors

SW SW spread SlW SlWTS

Distr Mean Std D. Mean 5% 95% Mean 5% 95% Mean 5% 95% Mean 5% 95%

ϕ Normal 4.00 1.50 5.96 4.21 7.63 6.06 4.33 7.89 3.34 1.88 3.87 6.69 5.71 7.92

h Beta 0.70 0.10 0.79 0.74 0.86 0.77 0.69 0.83 0.68 0.63 0.75 0.61 0.54 0.66

σc Normal 1.50 0.37 1.22 1.04 1.34 1.22 1.02 1.45 1.53 1.19 1.63 1.64 1.41 1.84

σl Normal 2.00 0.75 1.50 0.64 2.32 1.82 0.89 2.53 1.74 1.02 2.60 2.22 1.79 2.68

ξp Beta 0.50 0.10 0.70 0.62 0.80 0.74 0.57 0.88 0.64 0.59 0.69 0.71 0.67 0.73

ξw Beta 0.50 0.10 0.71 0.62 0.78 0.86 0.81 0.91 0.82 0.76 0.85 0.85 0.81 0.89

ιw Beta 0.50 0.15 0.51 0.30 0.72 0.24 0.10 0.42 0.18 0.07 0.26 0.53 0.40 0.65

ιp Beta 0.50 0.15 0.25 0.10 0.38 0.27 0.10 0.39 0.27 0.11 0.39 0.56 0.44 0.68

ψ Beta 0.50 0.15 0.55 0.36 0.72 0.53 0.34 0.74 0.50 0.31 0.71 0.14 0.09 0.18

Φ Normal 1.25 0.12 1.62 1.48 1.73 1.57 1.41 1.68 1.58 1.45 1.73 1.55 1.49 1.61

rπ Normal 1.50 0.25 1.98 1.71 2.25 1.80 1.15 2.09 1.74 1.38 2.04 1.74 1.52 2.02

ρr Beta 0.75 0.10 0.84 0.80 0.87 0.87 0.83 0.89 0.88 0.85 0.91 0.89 0.87 0.91

ry Normal 0.12 0.05 0.10 0.05 0.13 0.11 0.06 0.15 0.13 0.07 0.18 0.12 0.08 0.16

r∆y Normal 0.12 0.05 0.15 0.12 0.18 0.17 0.14 0.20 0.13 0.10 0.16 0.14 0.12 0.16

π Gamma 0.62 0.10 0.67 0.51 0.82 0.71 0.54 0.88 0.63 0.53 0.74 0.83 0.73 0.95

β Gamma 0.25 0.10 0.2 0.08 0.28 0.20 0.10 0.30 0.18 0.09 0.27 0.15 0.06 0.27

l Normal 0.00 2.00 1.05 -0.5 2.14 0.59 -0.72 2.03 1.10 -0.76 1.96 -0.44 -1.04 0.48

γ Normal 0.40 0.10 0.40 0.38 0.42 0.41 0.39 0.42 0.40 0.36 0.43 0.39 0.38 0.40

r̄{4} Normal 1.00 0.50 - - - 1.38 1.19 1.58 1.28 1.08 1.45

α Normal 0.30 0.05 0.19 0.16 0.22 0.18 0.15 0.20 0.17 0.13 0.19 0.17 0.14 0.20

ρ Beta 0.50 0.28 - - - - - - 0.97 0.96 0.98 0.82 0.80 0.84
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Table 1. Panel B: Priors and estimated posteriors of the structural parameters of the four alternative models

Priors Posterior

SW SW spread SlW SlWTS

Distr Mean Std D. Mean 5% 95% Mean 5% 95% Mean 5% 95% Mean 5% 95%

σa Invgamma 0.10 2.00 0.44 0.39 0.48 0.45 0.40 0.49 0.46 0.41 0.49 0.47 0.44 0.51

σb Invgamma 0.10 2.00 0.25 0.21 0.29 0.24 0.20 0.28 0.15 0.14 0.20 0.25 0.23 0.27

σg Invgamma 0.10 2.00 0.52 0.47 0.57 0.51 0.48 0.56 0.50 0.46 0.56 0.52 0.48 0.56

σi Invgamma 0.10 2.00 0.44 0.37 0.52 0.44 0.36 0.52 0.46 0.42 0.52 0.36 0.30 0.40

σR Invgamma 0.10 2.00 0.22 0.20 0.24 0.22 0.20 0.24 0.21 0.19 0.23 0.21 0.20 0.22

σp Invgamma 0.10 2.00 0.14 0.11 0.17 0.17 0.14 0.19 0.15 0.13 0.16 0.13 0.10 0.15

σw Invgamma 0.10 2.00 0.23 0.20 0.27 0.30 0.27 0.33 0.21 0.18 0.22 0.34 0.31 0.39

σ{4} Invgamma 0.10 2.00 - - - 0.10 0.09 0.11 0.17 0.16 0.19

ρa Beta 0.50 0.20 0.93 0.89 0.96 0.93 0.90 0.97 0.98 0.98 0.99 0.98 0.98 0.99

ρb Beta 0.50 0.20 0.17 0.04 0.26 0.26 0.15 0.40 0.43 0.29 0.55 0.21 0.13 0.27

ρg Beta 0.50 0.20 0.98 0.97 0.99 0.98 0.97 0.99 0.96 0.95 0.98 0.98 0.97 0.99

ρi Beta 0.50 0.20 0.70 0.59 0.79 0.69 0.59 0.79 0.50 0.37 0.57 0.49 0.44 0.55

ρR Beta 0.50 0.20 0.08 0.01 0.14 0.06 0.01 0.11 0.09 0.01 0.16 0.11 0.07 0.15

ρp Beta 0.50 0.20 0.84 0.74 0.95 0.85 0.75 0.99 0.32 0.06 0.57 0.37 0.21 0.50

ρw Beta 0.50 0.20 0.97 0.96 0.99 0.95 0.93 0.98 0.54 0.32 0.80 0.25 0.11 0.38

ρ{4} Beta 0.50 0.20 - - - 0.84 0.77 0.91 - - - 0.96 0.94 0.98

µp Beta 0.50 0.20 0.67 0.49 0.85 0.75 0.61 0.90 0.47 0.29 0.67 0.53 0.40 0.63

µw Beta 0.50 0.20 0.87 0.82 0.94 0.98 0.86 0.99 0.43 0.11 0.70 0.40 0.30 0.49

ρga Beta 0.50 0.20 0.51 0.37 0.65 0.52 0.39 0.67 0.17 0.13 0.19 0.52 0.44 0.20

35



Table 2. Standard deviations of learning coe�cients across learning models and sample periods

SlW SlWTS

Pre-1984 Post-1984 Full sample Pre-1984 Post-1984 Full sample

PLM of consumption

θc,t−1 0.052 0.037 0.058 0.026 0.017 0.037

β1,c,t−1 0.046 0.036 0.065 0.005 0.007 0.007

β2,c,t−1 0.046 0.035 0.067 - - -

βsp,c,t−1 - - - 0.025 0.023 0.025

corr(β1,c,t−1,βj,c,t−1) - - -0.997 - - 0.316

PLM of investment

θi,t−1 0.134 0.156 0.146 0.064 0.053 0.063

β1,i,t−1 0.048 0.037 0.054 0.052 0.0038 0.047

β2,i,t−1 0.047 0.038 0.054 0.049 0.040 0.046

corr(β1,i,t−1,β2,i,t−1) - - -0.991 - - -0.980

PLM of in�ation

θπ,t−1 0.038 0.034 0.051 0.010 0.006 0.012

β1,π,t−1 0.083 0.048 0.105 0.069 0.038 0.067

β2,π,t−1 0.11 0.034 0.084 - - -

βsp,π,t−1 - - - 0.014 0.016 0.020

corr(β1,π,t−1,βj,π,t−1) - - -0.590 - - -0.530

PLM of capital return

θrk,t−1 0.055 0.030 0.044 0.010 0.010 0.029

β1,rk,t−1 0.051 0.049 0.050 0.008 0.007 0.008

β2,rk,t−1 0.049 0.049 0.049 - - -

βspread,rk,t−1 - - - 0.015 0.014 0.014

corr(β1,rk,t−1,βj,rk,t−1) - - -0.992 - - -0.391
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Table 2. Standard deviations of learning coe�cients across learning models and sample periods

(continued)

SlW SlWTS

Pre-1984 Post-1984 Full sample Pre-1984 Post-1984 Full sample

PLM of hours worked

θl,t−1 0.058 0.048 0.054 0.031 0.026 0.029

β1,l,t−1 0.065 0.049 0.060 0.055 0.075 0.067

β2,l,t−1 0.055 0.057 0.061 0.062 0.069 0.066

corr(β1,l,t−1,β2,l,t−1) - - -0.974 - - -0.915

PLM of Tobin's q

θq,t−1 0.079 0.087 0.096 0.099 0.062 0.141

β1,q,t−1 0.050 0.026 0.054 0.036 0.040 0.039

β2,q,t−1 0.014 0.017 0.019 0.035 0.028 0.037

corr(β1,q,t−1,β2,q,t−1) - - -0.594 - - -0.539

PLM of real wage

θw,t−1 0.045 0.060 0.06 0.020 0.036 0.032

β1,w,t−1 0.049 0.047 0.051 0.025 0.081 0.064

β1,w,t−1 0.052 0.050 0.055 0.026 0.084 0.067

corr(β1,w,t−1,β2,w,t−1) - - -0.996 - - -0.901

PLM of interest rate

θ1,t−1 - - - 0.011 0.010 0.010

β1,t−1 - - - 0.140 0.120 0.135

θ2,t−1 - - - 0.018 0.020 0.020

β2,t−1 - - - 0.129 0.120 0.129

θ3,t−1 - - - 0.014 0.020 0.023

β3,t−1 - - - 0.119 0.130 0.128
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Table 3. RMSE of the four alternative models

Standard deviation ∆c ∆inv ∆w ∆y l π r r{4}

SW 0.72 1.84 0.64 0.76 1.17 0.76 1.35 -

SW spread 0.74 1.83 0.62 0.75 0.89 0.78 1.42 1.40

SlW 0.71 1.78 0.54 0.74 0.54 0.28 0.23 -

SlWTS 0.65 1.84 0.59 0.73 0.58 0.27 0.24 0.21
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Table 4. Actual and synthetic second moments across models

Standard deviation ∆c ∆inv ∆w ∆y l π r r{4}

Data 0.67 2.20 0.55 0.83 2.77 0.59 0.82 0.72

SW 0.49 5.7 0.32 0.84 11.6 0.45 0.52 -

SW spread 0.49 5.34 0.38 0.77 5.85 0.23 0.30 0.26

SlW 0.88 2.52 0.49 1.11 2.30 0.31 0.52 -

SlWTS 0.75 1.59 0.57 0.82 1.52 0.28 0.41 0.54

Correlation with ∆y ∆c ∆inv ∆w ∆y l π r r{4}

Data 0.64 0.65 0.06 1 0.09 -0.28 -0.20 -0.12

SW 0.59 0.61 0.26 1 0.08 -0.21 -0.14 -

SW spread 0.57 0.59 0.13 1 0.10 -0.14 -0.12 -0.06

SlW 0.84 0.80 0.25 1 0.14 -0.07 -0.08 -

SlWTS 0.67 0.51 0.14 1 0.03 -0.18 -0.25 -0.18

Correlation with π ∆c ∆inv ∆w ∆y l π r r{4}

Data -0.40 -0.17 -0.21 -0.28 -0.46 1 0.60 0.56

SW -0.22 -0.14 -0.18 -0.21 -0.54 1 0.70 -

SW spread -0.11 -0.11 -0.21 -0.14 -0.27 1 0.50 0.55

SlW -0.04 -0.01 -0.14 -0.08 0.40 1 0.35 -

SlWTS -0.11 -0.22 -0.16 -0.18 -0.10 1 0.65 0.23

Autocorrelation ∆c ∆inv ∆w ∆y l π r r{4}

Data 0.17 0.52 0.15 0.22 0.96 0.86 0.94 0.95

SW 0.29 0.59 0.18 0.24 0.97 0.87 0.92 -

SW spread 0.28 0.58 0.09 0.21 0.96 0.77 0.88 0.89

SlW 0.46 0.51 0.15 0.37 0.94 0.67 0.88 -

SlWTS 0.23 0.53 -0.20 0.15 0.92 0.78 0.85 0.78
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Table 5. RMSE of the alternative PLM

Standard deviation ∆c ∆inv ∆w ∆y l π r r{4}

Baseline 0.65 1.84 0.59 0.73 0.58 0.27 0.24 0.21

I 0.63 1.91 0.62 0.77 0.58 0.28 0.24 0.22

II 0.63 1.88 0.64 0.77 0.57 0.27 0.24 0.23

III 0.65 1.83 0.57 0.74 0.58 0.28 0.24 0.21

Notes to Table 5: The row labeled �Baseline� shows the RMSE for all observables variables obtained from the baseline

model discussed in the previous section. That is, it includes the lagged term-spread in the PLM of in�ation, the rental rate of

capital and consumption instead of the second lag of the corresponding variable. The row labeled �I� shows the corresponding

RMSE for the model that includes the lagged term-spread in the PLM of in�ation, rental rate of capital and wages instead of

the second lag of the corresponding variable. The row labeled �II� shows the corresponding RMSE for the model that includes

the lagged term-spread in the PLM of in�ation, rental rate of capital, consumption and wages instead of the second lag of the

corresponding variable. Finally, the row labeled �III� reports the RMSE for the model that includes the lagged term-spread

instead of the second lag of the corresponding variable in the PLM of in�ation, rental rate of capital and consumption and where

the PLM of hours worked and wages are assumed to follow an AR(1).
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Table 6. Panel A: Robustness analysis of alternative PLM: structural parameters

Baseline I II III

Marg. Lik. -1000 -1000 -999 -954

Mode Std D. Mode Std D. Mode Std D. Mode Std D.

ϕ 6.54 0.96 4.36 0.05 4.27 0.07 6.82 1.36

h 0.69 0.12 0.79 0.03 0.77 0.05 0.69 0.07

σc 1.11 0.68 0.94 0.03 1.01 0.04 1.17 0.28

σl 2.52 0.44 2.09 0.04 2.15 0.03 1.72 0.90

ξp 0.67 0.06 0.69 0.04 0.70 0.04 0.72 0.05

ξw 0.87 0.03 0.69 0.03 0.68 0.04 0.72 0.11

ιw 0.47 0.36 0.41 0.04 0.40 0.04 0.45 0.11

ιp 0.45 0.22 0.63 0.04 0.60 0.05 0.65 0.35

ψ 0.30 0.06 0.23 0.05 0.22 0.05 0.08 0.10

Φ 1.55 0.18 1.53 0.03 1.55 0.05 1.56 0.12

rπ 1.86 0.22 1.68 0.04 1.66 0.06 1.51 0.42

ρr 0.86 0.03 0.84 0.03 0.85 0.06 0.86 0.02

ry 0.11 0.05 0.11 0.04 0.10 0.01 0.14 0.04

r∆y 0.10 0.01 0.12 0.03 0.14 0.05 0.12 0.02

π 0.71 0.12 0.86 0.04 0.88 0.04 0.68 0.08

β 0.23 0.18 0.43 0.03 0.47 0.05 0.19 0.13

l -1.65 0.92 0.24 0.05 0.61 0.07 -0.53 0.79

γ 0.37 0.02 0.40 0.01 0.41 0.07 0.39 0.2

r̄{4} 1.16 0.32 1.81 0.03 1.77 0.06 1.01 0.51

α 0.11 0.04 0.18 0.03 0.18 0.04 0.17 0.02

ρ 0.92 0.04 0.98 0.04 0.99 0.01 0.92 0.06
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Table 6. Panel B: Robustness analysis of alternative PLM: shock process parameters

Baseline I II III

Mode Std D. Mode Std D. Mode Std D. Mode Std D.

σa 0.48 0.04 0.49 0.3 0.48 0.05 0.46 0.02

σb 0.27 0.05 0.30 0.04 0.29 0.05 0.28 0.02

σg 0.52 0.03 0.51 0.04 0.60 0.05 0.50 0.03

σi 0.38 0.05 0.45 0.04 0.44 0.05 0.32 0.07

σR 0.21 0.01 0.25 0.3 0.24 0.05 0.21 0.01

σp 0.12 0.04 0.15 0.04 0.15 0.05 0.12 0.05

σw 0.35 0.12 0.45 0.04 0.43 0.04 0.32 0.04

σ{4} 0.18 0.01 0.21 0.03 0.20 0.05 0.18 0.01

ρa 0.94 0.06 0.96 0.01 0.97 0.04 0.91 0.04

ρb 0.19 0.29 0.28 0.04 0.28 0.04 0.19 0.11

ρg 0.98 0.01 0.95 0.02 0.95 0.02 0.99 0.1

ρi 0.41 0.09 0.34 0.04 0.36 0.0 0.45 0.17

ρR 0.18 0.10 0.23 0.04 0.24 0.03 0.18 0.04

ρp 0.53 0.15 0.44 0.03 0.42 0.05 0.27 0.79

ρw 0.37 0.23 0.67 0.03 0.65 0.04 0.89 0.09

ρ{4} 0.90 0.03 0.92 0.03 0.92 0.03 0.97 0.01

µp 0.75 0.13 0.66 0.03 0.66 0.05 0.56 0.35

µw 0.51 0.20 0.55 0.03 0.57 0.04 0.57 0.23

ρga 0.42 0.28 0.60 0.05 0.58 0.06 0.57 0.06
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Table 7. Robustness analysis of alternative PLM: second moment statistics

Standard deviation ∆c ∆inv ∆w ∆y l π r r{4}

U.S. data 0.67 2.20 0.55 0.83 2.77 0.59 0.82 0.72

Baseline 0.75 1.59 0.57 0.82 1.52 0.28 0.41 0.54

I 0.82 1.87 0.96 1.06 1.59 0.41 0.46 0.63

II 0.81 1.80 0.87 1.06 1.50 0.37 0.43 0.59

III 0.81 1.58 1.01 0.89 2.91 1.04 0.91 1.10

Correlation with ∆y ∆c ∆inv ∆w ∆y l π r r{4}

U.S. data 0.64 0.65 0.06 1 0.09 -0.28 -0.20 -0.12

Baseline 0.67 0.51 0.14 1 0.03 -0.18 -0.25 -0.18

I 0.75 0.65 0.28 1 0.11 -0.17 -0.22 -0.13

II 0.70 0.60 0.30 1 0.13 -0.12 -0.19 -0.11

III 0.68 0.57 0.28 1 0.08 -0.20 -0.23 -0.17

Correlation with π ∆c ∆inv ∆w ∆y l π r r{4}

U.S. data -0.40 -0.17 -0.21 -0.28 -0.46 1 0.60 0.56

Baseline -0.11 -0.22 -0.16 -0.18 -0.1 1 0.65 0.23

I -0.13 -0.23 -0.07 -0.17 0.19 1 0.30 0.10

II -0.10 -0.13 -0.08 -0.12 0.41 1 0.21 0.01

III -0.15 -0.32 0.01 -0.20 -0.62 1 0.86 0.65

First-order autocorrelation ∆c ∆inv ∆w ∆y l π r r{4}

U.S. data 0.17 0.52 0.15 0.22 0.96 0.86 0.94 0.95

Baseline 0.23 0.53 -0.20 0.15 0.92 0.78 0.85 0.78

I 0.22 0.45 0.11 0.19 0.90 0.81 0.83 0.88

II 0.23 0.44 0.06 0.16 0.89 0.78 0.82 0.88

III 0.28 0.63 0.35 0.24 0.97 0.96 0.96 0.97
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Appendix

Set of log-linearized dynamic equations:

• Aggregate resource constraint:

yt = cyct + iyit + zyzt + εgt , (5)

where cy = C
Y = 1−gy− iy, iy = I

Y = (γ − 1 + δ) KY , and zy = rk KY are steady-state ratios. As

in Smets and Wouters (2007), the depreciation rate and the exogenous spending-GDP ratio

are �xed in the estimation procedure at δ = 0.025 and gy = 0.18.

• Consumption equation:

ct = c1ct−1 + (1− c1)Etct+1 + c2 (lt − Etlt+1)− c3(Rt − Etπt+1) + εbt , (6)

where c1 = h/γ
1+(h/γ) , c2 = (σc−1)wL/(φwC)

σc(1+(h/γ)) , and c3 = 1−h/γ
σc(1+(h/γ)) .

• Investment equation:

it = i1it−1 + (1− i1)Etit+1 + i2qt + εit, (7)
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where i1 = 1
1+β

, and i2 = 1

(1+β)γ2ϕ
with β = βγ(1−σc).

• Arbitrage condition (value of capital, qt):

qt = q1Etqt+1 + (1− q1)Etr
k
t+1 − (Rt − Etπt+1) + c−1

3 εbt , (8)

where q1 = βγ−1(1− δ) = (1−δ)
(rk+1−δ)

.

• Log-linearized aggregate production function:

yt = Φ (αkst + (1− α)lt + εat ) , (9)

where Φ = 1 + φ
Y = 1 + Steady-state �xed cost

Y and α is the capital-share in the production

function.20

• E�ective capital (with one period time-to-build):

kst = kt−1 + zt. (10)

• Capital utilization:

zt = z1r
k
t , (11)

where z1 = 1−ψ
ψ .

• Capital accumulation equation:

kt = k1kt−1 + (1− k1)it + k2ε
i
t, (12)

where k1 = 1−δ
γ and k2 =

(
1− 1−δ

γ

) (
1 + β

)
γ2ϕ.

• Marginal cost:

mct = (1− α)wt + αrkt − εat . (13)

20From the zero pro�t condition in steady-state, it should be noticed that φp also represents the
value of the steady-state price mark-up.
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• New-Keynesian Phillips curve (price in�ation dynamics):

πt = π1π
r
t−1,t + π2Etπt+1 − π3mct + π4ε

p
t , (14)

where π1 =
ιp

1+βιp
, π2 = β

1+βιp
, π3 = A

1+βιp

[
(1−βξp)(1−ξp)

ξp

]
, and π4 =

1+βιp
1+βιp

. The coe�cient

of the curvature of the Kimball goods market aggregator, included in the de�nition of A, is

�xed in the estimation procedure at εp = 10 as in Smets and Wouters (2007).

• Optimal demand for capital by �rms:

− (kst − lt) + wt = rkt . (15)

• Wage markup equation:

µwt = wt −mrst = wt −
(
σllt + 1

1−h/γ (ct − (h/γ) ct−1)
)
. (16)

• Real wage dynamic equation:

wt = w1wt−1 + (1− w1) (Etwt+1 + Etπt+1)− w2πt + w3π
r
t−1,t − w4µ

w
t + εwt . (17)

where w1 = 1
1+β

, w2 = 1+βιw
1+β

, w3 = ιw
1+β

, w4 = 1
1+β

[
(1−βξw)(1−ξw)

ξw((φw−1)εw+1)

]
with the curvature of

the Kimball labor aggregator �xed at εw = 10.0 and a steady-state wage mark-up �xed at

φw = 1.5 as in Smets and Wouters (2007).

• One-year constant maturity Treasury yield:

r
{4}
t =

rt + Etrt+1 + Etrt+2 + Etrt+3

4
+ ε
{4}
t (18)

• Term spread

spt = r
{4}
t − rt. (19)

• Monetary policy rule, a Taylor-type rule for nominal interest rate management:
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Rt = ρrRt−1 + (1− ρ)[rππt + ry(yt − ypt )] + r∆y

[
(yt − ypt )− (yt−1 − ypt−1)

]
+ εRt . (20)

We follow Slobodyan and Wouters (2012b) by de�ning the output gap, (yt − ypt ), simply as the

deviation of output from its underlying neutral productivity process and not as the natural output

gap. In this way, we do not have to describe the �exible economy, which reduces the number of

forward variables. Then potential output is given by

ypt = Φ(αkt + (1− α)lt). (21)

Equations-and-variables summary

- Set of equations:

Equations (5)-(21) determine solution paths for 17 endogenous variables.

- Set of variables:

Endogenous variables (17): yt, ct, it, zt, lt, Rt, πt, qt, r
k
t , k

s
t , kt, µ

w
t , mct, wt, r

{4}
t , ypt and spt.

Predetermined variables (10): ct−1, it−1, kt−1, πt−1, wt−1, Rt−1, yt−1, r
{4}
t−1, y

p
t−1 and spt−1.

Exogenous variables (8): AR(1) technology shock εat = ρaε
a
t−1 + ηat , AR(1) risk premium shock

εbt = ρbε
b
t−1 + ηbt , AR(1) exogenous spending shock cross-correlated to technology innovations εgt =

ρgε
g
t−1 + ηgt + ρgaη

a
t , AR(1) investment shock εit = ρiε

i
t−1 + ηit, AR(1) monetary policy shock εRt =

ρRε
R
t−1 +ηRt , ARMA(1,1) price mark-up shock εpt = ρpε

p
t−1 +ηpt −µpη

p
t−1, ARMA(1,1) wage mark-up

shock εwt = ρwε
w
t−1 + ηwt − µwηwt−1, AR(1) 1-year term premium shock ε

{4}
t = ρ4ε

{4}
t−1 + η

{4}
t .
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Table A. Model parameter description

ϕ Elasticity of the cost of adjusting capital

h External habit formation

σc Inverse of the elasticity of intertemporal substitution in utility function

σl Inverse of the elasticity of labor supply with respect to the real wage

ξp Calvo probability that measures the degree of price stickiness

ξw Calvo probability that measures the degree of wage stickiness

ιw Degree of wage indexation to past wage in�ation

ιp Degree of price indexation to past price in�ation

ψ Elasticity of capital utilization adjustment cost

Φ One plus steady-state �xed cost to total cost ratio (price mark-up)

rπ In�ation coe�cient in monetary policy rule

ρr Smoothing coe�cient in monetary policy rule

rY Output gap coe�cient in monetary policy rule

r∆Y Output gap growth coe�cient in monetary policy rule

π Steady-state rate of in�ation

100(β−1−1) Steady-state rate of discount

l Steady-state labor

γ One plus steady-state rate of output growth

r̄{4} Mean of the 1-year maturity yield

α Capital share in production function

ρ Learning coe�cient
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Table A. (Continued)

σa Standard deviation of productivity innovation

σb Standard deviation of risk premium innovation

σg Standard deviation of exogenous spending innovation

σi Standard deviation of investment-speci�c innovation

σR Standard deviation of monetary policy rule innovation

σp Standard deviation of price mark-up innovation

σw Standard deviation of wage mark-up innovation

σ{4} Standard deviation of one year term premium innovation

ρa Autoregressive coe�cient of productivity shock

ρb Autoregressive coe�cient of risk premium shock

ρg Autoregressive coe�cient of exogenous spending shock

ρi Autoregressive coe�cient of investment-speci�c shock

ρR Autoregressive coe�cient of policy rule shock

ρp Autoregressive coe�cient of price mark-up shock

ρw Autoregressive coe�cient of wage mark-up shock

ρ{4} Autoregressive coe�cient of one year term premium shock

µp Moving-average coe�cient of price mark-up shock

µw Moving-average coe�cient of wage mark-up shock

ρga Correlation coe�cient between productivity and exogenous spending shocks
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