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Abstract

In this paper, we investigate what causes the aggregate exit rate out of unem-
ployment estimated in Wallonia (Belgium) to decline over duration and to vary over
calendar time. For that purpose, we specify a mixed proportional hazard (MPH)
model where the mixing distribution depends on seasons and business cycle at the
time of entry. Given its too restrictive nature, we relax the proportionality assump-
tion in three ways. First, we allow the baseline hazard to vary non-proportionally
between a boom and a recession in order to test the ranking hypothesis. Second,
the variance of the mixing distribution needs not to fluctuate proportionally to its
mean over calendar time at entry. Finally, we allow for random deviations from
the MPH framework by introducing random cohort-specific business cycle effects at
the time of exit. We estimated our model by Minimum Chi-Squares on quarterly
data of male workers entering unemployment between June 1989 and February 1994.
We find that the negative duration dependence of the aggregate exit rate is largely
spurious. Moreover, for prime-aged, but not for young male workers, true duration
dependence varies over the cycle, a finding consistent with employers ranking candi-
dates according to unemployment duration in their recruitment decision. Changes
in the composition of workers entering unemployment explain an important part of
the seasonal variation of the exit rate, but not of its variation over the business cycle.
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1 Introduction

Finding an explanation for the rise and persistence of European unemployment has been
one of the main research programmes of labour economists the last decennia. This
study aims at contributing to this literature by questioning the causes of unemployment
dependency in Belgium, more specifically in Wallonia, the French speaking region in the
South!. The case of Belgium is particularly interesting, because long-term unemployment
is especially important in this country: The share of long-term unemployment is one of
the highest in Europe. During the 1983-1996 period this share has peaked to a level of
75% in 1988 and has only been slightly below 60% during the 1991-1993 recession? (see
OECD 1997).

It is particularly important to understand what drives this persistence. Does unem-
ployment dependency by itself increase the likelihood of future dependency? Prolonged
unemployment may induce a process of skill deterioration and demotivation or may be
used as a recruitment criteria by the employers (for a survey of the ‘true’ negative du-
ration dependence explanations, see Machin and Manning 1999). Or is the negative
duration dependence that we observe for any cohort of unemployed ‘spurious’, i.e. gen-
erated by a process of sorting? The individuals with the most favourable characteristics
leave unemployment rapidly leaving behind the ‘low-skilled” workers. This sorting pro-
cess causes the aggregate exit rate to decrease spuriously with duration, as the aggregate
exit rate is simply equal to the average exit rate of those remaining unemployed. These
questions are old (see Salant 1977, Nickell 1979, Lancaster 1979), but disentangling true
from spurious duration dependence remains highly relevant from a policy point of view.

The first aim of this paper is to investigate what causes the aggregate hazard esti-
mated in Wallonia to decline. A number of researchers (see Spinnewyn 1982, Plasman
1993 and Mahy 1994) have studied this question for Belgium. They find that the nega-
tive duration dependence is completely spurious. The hazard rate increases significantly
once unobserved heterogeneity is taken into account. However, in view of the strong
parametric assumptions regarding both the baseline hazard (Weibull) and the mixing
distribution (Gamma), these results are likely to be biased. The evidence from other
Furopean studies on duration dependence and heterogeneity seems to converge to the
same conclusion (for a recent review, see Machin and Manning 1999): once controlling for
(observed and unobserved) heterogeneity, there is no marked evidence of ‘true’ negative
duration dependence of the exit rate out of unemployment in most European countries,
like France, the Netherlands, Germany, Austria, Spain, Denmark and the Scandinavian
countries. One exception to this conclusion is the United Kingdom where individual
unemployment duration distributions appear to exhibit strong negative duration depen-
dence and to be not significantly heterogeneous.

The second aim of this paper is to study the cyclical and the seasonal behaviour of the
exit rate out of unemployment in Wallonia. The hazard rate out of unemployment is gen-
erally found to be procyclical. This dynamic fluctuations in the average unemployment

!Belgium is divided into three regions: Wallonia, Flanders and Brussels.
?These figures are somewhat higher in Wallonia.



duration can be explained by variations in the quality of entrants into unemployment
rather than by the effect of the business cycle on the exit rate of all currently unem-
ployed. For instance, if workers with more favourable labour market characteristics, say
‘high-skilled” workers, are less (more) likely to enter unemployment in a downturn (up-
turn), while the ‘low-skilled” workers face always the same risk of loosing their job, then
this change in the composition of the unemployed could partly explain the procyclical
variation in the hazard rate®. If this compositional effect is important, then the ‘low-
skilled’ workers benefit less from an economic recovery than what aggregate statistics
on the cyclical evolution of the hazard rate out of unemployment suggests. In order to
answer this question we try to disentangle the general effect of the business cycle (and
the seasons) on the hazard, affecting all unemployed workers in the same proportion,
from its compositional effect. Given the recent interest of European researchers in this
question, there are few studies on the business cycle effect on unemployment duration in
Europe!. Both Abbring et al. (1994, 1999) and Rosholm (1997), respectively for France
and Denmark, conclude that compositional effects are of minor importance.

The analysis of this study is based on aggregate data. We observe the quarterly
exit rates of unemployed male workers between June 1989 and February 1994. Van den
Berg and van Ours (1994) developed a method of estimation that, assuming a Mixed
Proportional Hazard (MPH) specification®, is adapted to this type of aggregate data.
The advantage of this method is that it is very flexible, allowing to identify both, the dis-
tribution of duration and unobserved characteristics, non-parametrically. Nevertheless,
we will use another method of estimation in this paper and this for three reasons.

First, the method proposed by van den Berg and van Ours (1994) is based on a
discrete-time model. Such a specification implies that the parameters are not invariant to
the time unit (see Flinn and Heckman 1982, p.53-56). Consequently, consistency requires
that the timing of the underlying stochastic duration process coincides with the actual
grouping of the data®. In order to avoid this problem, we follow van den Berg and van der
Klaauw (1998) and specify the discrete-time process as a continuous-time model. Second,
their model specification assumes that, apart from measurement error, the observed
aggregate exit probability coincides with its theoretical counterpart in the population.
Since the observed exit probability is calculated on the basis of a finite sample, this is not
correct. We show below that a correct specification leads to a statistical foundation of the
model residuals. This provides a firmer basis for hypothesis testing and suggests a more
efficient estimator, since the residuals are heteroskedastic. Finally, the computational
complexity of the method increases considerably as one augments the number of duration

3Darby et al. (1985) and Rosholm (1997) refer to changing proportions of voluntary quitters (‘job
shoppers’) and laid off workers (‘career makers’) over the cycle rather than to proportions of ‘high’ and
‘low-skilled” workers.

"However, this question has puzzled American researchers since the mid 1980s already (see Darby et
al. 1985, Sider 1985, Dynarski and Sheffrin 1990, Baker 1992, Imbens et al. 1992).

°In a MPH model both, the observed and unobserved explanatory variables, enter the hazard multi-
plicatively (see e.g. Ridder 1990).

®The authors are aware of this problem and test the validity of this assumption (see e.g. van den
Berg and van Ours 1994, p.437). The power of this test can, however, be questioned.



intervals. This is not the case for the estimator used in this paper.

We follow Cockx (1997) and estimate a duration model by means of the Minimum
Chi-Square method. In a first step, the method constructs, for each duration interval,
the Kaplan-Meier estimator of the hazard for a group of individuals, homogenous with
respect to the observed explanatory variables, i.e. the calendar time at the moment of
inflow in and outflow out of unemployment. Subsequently, (a transformation of) these
empirical hazards are regressed against their theoretical counterparts in the population.
The latter are at first assumed to be of the MPH form. For this assumption, together with
the condition that at least one regressor varies continuously over the set of real numbers”,
allows the mixing and duration distribution to be identified non-parametrically from
grouped duration data (see Ridder 1990). The baseline hazard is specified as piecewise-
constant. In the benchmark model the mixing distribution is assumed to be Gamma.
We compare our findings with those found with a non-parametric specification of the
mixing distribution, as approximated by one with a discrete number of points of support
(see Heckman and Singer 1984).

The MPH is standard in the literature. We relax it in three ways. First, we allow
the hazard to vary non-proportionally between two sub-periods, i.e. between a boom
and a recession. The reason for doing so, is that if ‘true’ negative duration dependence
is caused by ranking, a recruitment rule which consists in hiring the (unemployed) can-
didate with the shortest unemployment duration, the individual exit rate is predicted to
vary non-proportionally over the business cycle: It will decline more rapidly the more
depressed is the labour market (see Blanchard 1991, Blanchard and Diamond 1994, and
Abbring et al. 1994, 1999). By considering an interaction effect between the duration
and the cyclical dependence of the hazard, we can test the ranking hypothesis. More-
over, we show that ignoring such a non-proportionality may lead to an underestimation
of the unobserved heterogeneity. Note that the mixing distribution is identified by the
assumption of proportionality within the sub-periods and the proportionality of seasonal
effects at the time of exit.

Second, related to our objective to disentangle compositional from general effects of
the cycle on the exit rate out of unemployment, we propose a specification in which the
composition at the time of entry in unemployment may vary non-proportionally over
calendar time. More specifically, the variance of the (Gamma) mixing distribution need
not vary proportionally to its mean over seasons and the business cycle, such as imposed
by Abbring et al. (1994, 1999). Identification of the mixing distribution at each entry
date requires that the conditional baseline hazard is proportional in the calendar time
of exit (at least within sub-periods).

Finally, the MPH specification assumes that the business cycle at the time of exit
influences the hazard of all cohorts, i.e. of all duration classes at this instant, with the
same factor of proportionality. We generalise this specification by allowing for random
deviations from this specification, i.e. by introducing random cohort-specific business
cycle effects at the time of exit. Moreover, suppose that cohorts are each other’s imperfect
substitutes, then an increase (decrease) in the hazard of one particular cohort spills over

"This is assured by introducing a polynomial in the calendar time at the outflow as regressor.



to the other cohorts. If we assume that the degree of substitutability decreases with the
difference of the elapsed duration between the affected and non-affected cohorts, then
this substitution induces, for any fixed exit time, the model residuals to be positively
auto-correlated with duration. We will show below that for our data the correlation
structure of the residuals is compatible with this type of specification error and not with
the type of measurement error introduced by Abbring et al. (1994, 1999) and van den
Berg and van der Klaauw (1998).

The plan of the paper is as follows. The next section describes the data and introduces
the main notations and assumptions. In a third section we test whether the MPH
specification is compatible with our data. The fourth section is devoted to the derivation
of our generalisation of the MPH model. The estimation results are discussed in Section
5. The concluding part summarizes our findings.

2 Data, Notations and Assumptions

Our analysis exploits quarterly census data relative to the male unemployed in Wallonia
and stratified by a limited number of characteristics: the quarter of inflow, the unem-
ployment duration and the age group (less than 29 years old, and between 29 and 44
years old).

Workers are defined to be unemployed if they are officially registered as full-time
unemployed and if a sufficiently long employment record entitles them to unemployment
benefits. The inflow in a given quarter is equal to the number of workers who entered
unemployment for the first time or after an exit of at least three months® and who
are still unemployed at the end of the quarter in which they enter. The observation
period consists of 19 quarterly intervals®, the first interval starting on the 1** of June
1989, the last one ending on the 28 of February 1994. So there are 18 cohorts of
unemployed!” (a cohort being defined by its quarter of inflow), stratified by age-group.
For each cohort, the outflows out of unemployment are counted on a quarterly basis,
from the time of inflow until the end of February 1994, date at which all spells are
right censored. The data do not allow us to distinguish between unemployment spells
ending in employment, participation in labour market programmes or withdrawal from
the labour force. Outflows from unemployment are therefore treated globally. This is
not likely to bias our results given that employment is the most frequent state of exit
for the prime-aged unemployed (see Bardoulat et al. 1998).

For each age group, the data are consequently grouped into N = § n = 171 ho-

n=1
mogeneous cells. This calls for an estimation by Minimum Chi-Squares (see Berkson

1944, Amemiya 1981, Cockx 1997). The method consists in regressing (a transformation
of) the Kaplan-Meier estimate of the hazard, calculated for each cell, on the discrete
equivalent of a theoretically specified hazard rate.

®This restriction allows to neglect temporary exits (for administrative reasons for example).

“Four quarters are defined: (Jun,Jul,Aug); (Sep,Oct,Nov); (Dec,Jan,Feb); (Mar,Apr,May).

0There are 18 cohorts instead of 19 as there is, by definition, no exit defined for those entering the
unemployment pool in the 19" quarter.



In the sequel, the variables [ and ¢ denotes respectively the calendar time at the
moment of inflow and unemployment duration. These variables are measured in quarters.
The way the inflow is constructed in our data requires us to model calendar time at the
moment of inflow, I, as a discrete time process. We have that | € {0,1,...,17} and by
definition, that ¢ = 0 at the moment of inflow [.

We treat unemployment duration, ¢, as a continuous-time process. So, t € RT. Oth-
erwise, the specification would be sensitive to the chosen duration interval (see Flinn and
Heckman 1982). Misspecified duration intervals, i.e. not consistent with the unemployed
behaviour, would then lead to non-proportionality, violating the MPH specification im-
posed below. However, even if duration is modeled in continuous time, the underlying
process is assumed to be discrete. For, otherwise the specification would complicate
substantially, since a genuine continuous time process requires modeling spells that start
and end within the same quarter (see van den Berg and van der Klaauw 1998).

We then denote the hazard of an individual unemployed for ¢ quarters and at risk of
leaving unemployment at calendar time [ 4 ¢, conditional on unmeasured characteristics
v, by:

h(t|l +t,v) (1)

and the survivor function at unemployment duration ¢ by:

¢
S(t|v) = exp —/h(s\l+s,v) ds (2)
0
Here and in the sequel, the calendar time dependence is implicit in the notation of the
survivor function.

We now impose the mixed proportional hazard (MPH) specification. Since calendar
time and duration are generated by a discrete time process, we can impose without loss
of generality that both, the baseline hazard and the calendar time effects are constant
within quarterly intervals:

Vtek—1,k):h(t|l+t,v) =exple; (k) + @y (L + k)] v=hgo (3)

where v > 0, k € {1, ..., 18} and the functions ¢, (.) and ¢, (.) represent respectively the
duration and calendar time dependence of the individual hazard.

We assume that calendar time at the moment of inflow affects the shape of the mixing
distribution (see Abbring et al. 1994, 1999). Using (2) and (3), the mixture survivor
function at the end of quarter k£ can then be found to be:

oo k

S™(k|l) = | / exp |—v Y hj | dFy (v) (4)

0 J=1



where Fj (.) is the heterogeneity distribution. Below, we will specify this distribution as
well as how it depends on calendar time at the inflow.
We parametrise ¢, (k) as a piecewise-constant function:

o1 (k) =c+ 3 (v, —¢) 6 (5)

where 4 is the Kronecker delta and where we impose that Vj > 12 : v; = 5. The
latter restriction is imposed to avoid erratic behaviour of the parameters induced by a
too small number of observations at the tail of the duration distribution.

If ¢y (I + k) were to be specified piecewise-constant, the calendar time parameters
would share the properties of incidental parameters (see Neyman and Scott 1948). In-
deed, there would only be a limited number of observations that contain information to
estimate them, i.e. the [ + k duration classes observed at each quarter. The number of
duration classes increases with calendar time, but typically with some limit: beyond this
limit the information is lacking or unreliable. Consequently, an increase in the number of
calendar time intervals would not contain additional information about these parameters.

We therefore follow Abbring et al. (1994, 1997) and introduce the following flexible
parametric specification, where we decompose ¢, (I + k) into a cyclical part, o, (I + k),
and a seasonal part, po (I + k):

5

4 _

erlleh) = X Ba= v (S, ©
a=2

where 14(.) is the characteristic function of set A. The effect of calendar time at the

outflow on the hazard is represented by a flexible fifth degree polynomial in calendar

time, p; (I + k), capturing business cycle effects'!, and by dummy variables capturing

seasonal effects. To avoid multi-collinearity problems, we follow Abbring et al. (1997)

and use the orthogonal Chebyshev polynomial instead of an ordinary polynomial'?.

1A fifth degree polynomial should track the business cycle dependence of the hazard in a flexible way.
Note, in order to avoid the incidental parameter problem, the number of degrees should be constant or
at least increase at a slower rate than the number of calender time points. In the latter case, the ‘good’
asymptotic properties of the estimator cannot be guaranteed (see Gourieroux and Monfort 1995, p.189).
However, this does not imply that the number of parameters should necessarily be fixed, such as Merz
(1999, p.333) claims in her critique on van den Berg and van der Klaauw (1998).

2 The series of Chebyshev polynomials is obtained as follows (see Abbring et al. 1997, p.16). First, lin-
early transform the domain of calendar time to the domain of orthogonality of the Chebyshev Polynomial,
[—1,1], by means of (z =1+ k and zo = 1):

% () =222 — 1, where n (= 18) is the number of calendar time intervals considered.

Then generate the series of orthogonal polynomials, p; (&), by means of:

(—1)7 S (20) 7 41, for j = 1,2, e

s.
I Mt
[=}

pi(8)=1%



3 Testing the Proportionality Assumption

3.1 Statistical Model

Intuitively, the presence of heterogeneity in a proportional hazard model, such as defined
in (3), implies a decrease in the observed hazard (i.e. unconditional on v) with duration
which is slower for low value of ¢, (I 4+ k) (e.g. in downturn) and faster for high value
of o5 (I + k) (e.g. in upturn). In a tight labour market, the individuals with a high
value of v leave unemployment at a very fast rate. So the group of survivors is rapidly
made of ‘low-skilled’ individuals, inducing a strong negative duration dependence of the
observed hazard. However, in a depressed labour market, even the unemployed with the
best characteristics are likely to stay some time in that state. The observed exit rate
declines only slowly over duration.

Formally, this intuition is, however, only correct if the duration is small (see van
den Berg 1999, p.44). For larger durations, the sign of this interaction depends on
the form of the heterogeneity distribution. For instance, Lancaster (1979) shows that
if the unobserved heterogeneity is distributed Gamma, the interaction remains always
negative. On the other hand, for a discrete distribution with a finite number of points of
support, it is clear that the interaction must be positive on some range, since, as t — oo,
the group of survivors becomes homogenous!® and the interaction goes back to its value
at t = 0 (see van den Berg 1999).

The MPH model implies, however, that the cumulative interaction of the uncondi-
tional hazard over the duration interval [0, ¢] is always negative (see Abbring et al. 1997).
In our notation, Vk € {2,3,...,17}*, we must have that:

0 h
log ki <0 for i=c, s 7
Op9; (I + k) ( hIf(kHl)) )

where h’f(k Hi=1) is the unconditional hazard in the first duration quarter at calendar time
L+ k.

We can therefore test whether the MPH assumption is compatible with our data by
testing whether such a cumulative interaction effect is negative. This amounts to adding
an interaction effect, ¢35 (k,l + k), to a proportional specification of the unconditional
hazard, h};:

log (hiy) = o1 (k) + 92 (I + k) + o3 (k, 1 + k) (8)

where g (k,l + k) is specified in the following way:

18
o3 (k, 1+ k) = (% log (k) .2267’“> ©oi (I + k) fori=c,s (9)
]:

13 All survivors having the lowest value v of the points of support.
!4The derivative is not defined for k = 18 as there is only one observation for this duration quarter.



Note that the interaction with the cyclical component, ¢, is defined separately from the
seasonal component, s. We test whether v, < 0°.

There are theoretical reasons to believe that the proportionality assumption stated
in (3) does not hold. The ranking model (see Blanchard 1991, Blanchard and Diamond
1994) implies that the effects of duration on the individual exit rate are stronger the
more depressed is the labour market. As the state of the labour market deteriorates,
the employers posting vacancies receive many applications of unemployed workers. If
employers rank applicant according to their elapsed unemployment duration, competition
among the long-term unemployed to occupy a vacancy is increased as compared to the
situation in a tight labour market. Formally, Abbring et al. (1997) show that, contrary
to the MPH model, the ranking model implies a positive cumulative interaction effect,
ie. ¢, >0in (9).

The sign of 1; can therefore only be informative on the relative importance of sorting
as compared to ranking. If it is significantly negative, sorting dominates and the data
are compatible with a MPH specification. However, it does not exclude that ranking
is at work simultaneously. In such circumstances, a MPH specification, even if it will
identify some spurious negative duration dependence, will underestimate the extent to
which the duration dependence is spurious. We will illustrate this below by introducing
an interaction term between duration and two sub-periods, one covering an upturn and
the other a downturn of the business cycle.

We now turn to a description of the estimation procedure. We do not observe the
unconditional hazard, but the empirical probability that a worker leaves unemployment
within the next quarter, conditional on not having left it earlier. The theoretical coun-
terpart of this probability at the A duration interval for a worker who is at risk of

leaving unemployment within the (I + k)th

quarter is:
Pu=Pr(k—1<T<k|T>k-1,1+k) (10)
Using (2), we then link this probability to the unconditional hazard rate:

S®(k —1) — S* (k)

P =
M Su(k—1)

=1 —exp[—hj] (11)

where S*(.) is the unconditional survivor function. Inverting this relationship gives us:

zp = log [—log (1 — Py)] = log (hiy) (12)

We now relate the theoretical probability to the empirical probability. Let rg be
the number of individuals who entered into unemployment at [, are still in that state at

15 This specification imposes that the cumulative interaction effect is monotonically decreasing in du-
ration. As already stated, this is compatible with a Gamma, but not with a discrete heterogeneity
distribution. A specification that allows the interaction to vary non-monotonically with duration, could
therefore guide us with respect to the specification of the heterogeneity distribution. We therefore also
estimated a model in which we include a second interaction parameter in log? k. The coefficient of this
second term is, however, always very imprecisely estimated.



the start of the k® duration interval and are therefore at risk of leaving unemployment
within the (I + k)* quarter. Let gy be the number of these individuals who leaves
unemployment within the k* duration interval. We can then estimate the probability
of leaving unemployment, Py;, by the Kaplan-Meier estimator of the hazard adapted to
grouped data:

By =W (13)

Tkl
If we replace the probability of leaving unemployment by its estimate, Pkl, in (12),
the equality of this equation does no longer hold exactly. The analysis initiated by van
den Berg and van Ours (1994) neglects this. This leads to an incorrect specification of
model residuals and will consequently affect both, the efficiency of the estimator and the
statistical theory on which hypothesis testing is to be based. We follow Cockx (1997)

and expand log [— log (1 — Pkl)} in a Taylor series around Pj;:

2= @1 (k) + oo (L + k) + @5 (B, L+ k) + ug (14)
Py — Py

with the approximation error uy =
PP M (1 — Pkl) log (1 — Pkl)

There is an additional term, but since it is of order less or equal than 7“,;[1, it can
be ignored for large rg'® (see Amemiya 1985, pp.276-77). Cockx (1997) shows that

E (ug;) = 0 and that a consistent estimate of the variance of ug is!7:

—1
S = DPu [(1 - Pkl) [108; (1 - pkl)} 2] L (15)
Tk

The Minimum Chi-square estimator is then defined as the weighted least squares
estimator as applied to (14).

It is important to notice that these approximation errors, ug;, do not correspond to
the measurement errors such as introduced by Abbring et al. (1994) nor to specification
errors. They reflect the stochastic nature of the empirical exit rates, Py. Taking the
heteroskedastic approximation errors into account, does not only improve the efficiency
of the estimators, it also provides a firmer basis for hypothesis testing.

'SThe size of our cells is indeed quite large. The lowest and the average ry; are respectively 266 and
1649 for the men aged between 29 and 44 years old, and respectively 155 and 1973 for the men aged less
than 29 years old.

'"The covariance is zero.

10



3.2 Empirical Results

The estimation results for the model specified in (14) are reported in the first column
of Table 1 and Table 2, respectively for men aged 29-44 and for men aged less than 29
years old. For both demographic groups, the interaction parameters, ¥, and v, are
negative: duration dependence of the unconditional hazard is steeper for high value of
¢y (I + k) than for low value of ¢, (I + k). This result is consistent with the presence of
heterogeneity in a MPH model such as specified in (3). Abbring et al. (1994) conclude
the same for France. This finding implies that we can identify heterogeneity within a
proportional framework in the next stage.

Note that for the men aged between 29 and 44 years old, the parameter v, is small
in absolute value and insignificant. One possible reason of this finding is that ranking
according to unemployment duration is present for the prime-age men. As mentioned
above, the interaction parameter v, would then ‘underestimate’ the importance of het-
erogeneity in the data, unlike the parameter 1,. In the next stage, we therefore relax the
proportionality assumption between two calendar time sub-periods (a boom and a re-
cession), but maintain it within these two sub-periods. We maintain the proportionality
in the seasonal component.

4 The Mixture Models

4.1 The Gamma Mixing Distribution

Insofar as we showed that the proportionality assumption of the hazard in duration and
the state of the business cycle might be too restrictive for the oldest men, we decide
to relax this assumption between two calendar time sub-periods. In order to contrast
the two periods considered, we retain for the first sub-period calendar time intervals
relative to the peak, i.e. between June 1989 and November 1990, and for the second
sub-period, those relative to the slack period starting in December 1990 and continuing
up to February 1994. This amounts to add in the conditional hazard (3) an interaction
term @g (k,l + k):

Viek—1,k):h(t|l+t,v) =exple; (k) + v ({+k)+ @5 (k, I+ k)]v=hxv (16)

which is specified as follows!'®:

18
@3 (b, 1+ k) = plf12345) (I +Fk) 22 v — | 65k (17)
]:

The interaction parameter, ¢, is only defined for the boom period and is assumed to
affect the logarithm of the baseline hazard in absolute value multiplicatively. We take

'¥Gince the first sub-period spans only 5 quarters, a separate piecewise-constant specification of the
baseline hazard would yield too imprecise estimates. We therefore summarise the information into one
interaction parameter.
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the absolute value to avoid that the sign of the duration dependence affects the sign of
the interaction term. Ranking implies that ¢ > 0.

When unobserved heterogeneity is taken into account, we have to replace the survivor
function in (11) by the mixture survivor function as defined in (4), yielding:

0o k
J exp [—U > hit| dFi(v)
Sk —1]l) - S™(k|l) 0 j=1
b=y ' = 1 (18)
‘({ exp [—v z:lhjl dF,(v)
J:

We assume that V (random variable) is a Gamma variate!? of mean, p; = :S\—ll, and

2_ X
67"
of V to depend on calendar time at the moment of inflow, {. By normalisation, the mean

variance, o As such, we allow both the mean and the variance of the distribution
is equal to one for [ = 0. We therefore impose dg = Ag. Since the moment generating
function of this Gamma variate is (see Lancaster 1990, p.328):

M,=E (V) = <1 - (%)_Al (19)

we are able to simplify greatly the last expression in (18).

Before deriving the mixture regression model, we specify how the variables ¢; and
A; depend on calendar time at the inflow. We first introduce the following notations:
81 = exp(—¢h (1) = ¢ (1)) and N = exp(p, (1) + ¢, (1)) where g}, (1) and ¢, (1)), Vi €
{6, A}, denote the cyclical and seasonal component, respectively. Unlike for the effect
of calendar time on the hazard at the moment of exit, we do not specify a polynomial
to capture the effect of calendar time at the moment of entry. For, the linear term
of this polynomial cannot be identified (see Abbring et al. 1997, 1999). We therefore
choose to characterise the effect of calendar time at the moment of inflow by a business
cycle indicator and by the season at inflow. This leads us to specify ¢, (1) and ¢, (1),
Vi € {6, A}, as follows:

P (l) = web(l)

i i 4 i l+1-a
P4s (l) = Ws + 22 (wsa - wsl) IN+ (T) (20>

The business cycle indicator, b (1), is the deseasonalised logarithm of the number of

YThe choice of a Gamma distribution for F((v) can be justified by the result that, for a continuous
v and under mild regularity conditions, the unobserved heterogeneity distribution among survivors at ¢
converges to a Gamma distribution if ¢ — oo (see Abbring and van den Berg 1998). This result does
not hold, however, if v is discrete and justifies therefore our specification of a discrete heterogeneity
distribution in the sensitivity analysis below.
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quarterly flows into unemployment®’. By imposing b (0) = 0 and ng = w)|, we normalise
the mean of the mixing distribution to be one at [ = 0.

Combining (18), (19) and (20), we then obtain the following non-linear heteroskedas-
tic regression model:

exp(p3 (1))
he = | esplen (B) s (L k) + Py (kL) + 0 ()]
— 4kl — - L
L 22 exp [ip1 () + 00 (149) + 83 (3,1 +9) + 94 (1)
]:
TUEL + €kl (21)

where uy = Py — Py is the approximation error. We have that F (ug;) = 0 and its
variance can be consistently estimated by (see Cockx 1997):

8 = {(Pkl) (1 - Pkl)} rikl (22)

The errors ey; are unobserved random variables which can either be specification or
measurement errors. We assume that they have a distribution such that E (ex;) = 0 and
B () - s

We now show that the correlation structure of these residuals is informative about
whether these errors are to be interpreted as specification or measurement errors. First,
we follow Abbring et al. (1994, 1999) and van den Berg and van der Klaauw (1998)
and take them to be measurement errors. In this interpretation, the errors are made in
counting the number of unemployed at a particular duration interval and/or calendar
time interval. Consequently, they introduce a difference between the true and the ob-
served value of rg; in (13) and, indirectly, between Pj; and PM. Following Abbring et
al. (1994, p.6), the correlation between the residuals of adjacent duration classes for any
fixed calendar time at the outflow, i.e. the correlation between eg; and eg_1;41, denoted
by pik, is negative if individuals are sometimes classed in the wrong duration interval
adjacent to the right interval. It is positive if the definition of unemployment used to
count individuals at [ + k is less restrictive than the definition used at another calendar
time.

Measurement errors of this type, whether they are independent or not, always imply
that the correlation between the residuals of adjacent duration classes for any fixed calen-
dar time at the inflow, i.e. the correlation between ey, and eg_1;, denoted by p;, is equal
to —%. This means that we can test, on the basis of the empirical correlation coefficients,
whether the residuals of regression model (21) can be interpreted as measurement errors.
We will explain below how we calculate such a statistic. We find that for both groups
analysed, i.e. prime aged men, between 29 and 44 years old, and men younger than 29,

20The inflow rate would be a more appropriate indicator. This statistic is not available on a quaterly
basis. However, if the number of employed workers remains approximately constant over the observation
period, we can approximate it by the number of workers flowing into unemployment.
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the empirical correlation between eg; and eg_1; is not significantly different from zero
according to the LM-test statistic (see Godfrey 1978 and Breusch and Pagan 1980). Its
value is -0.02 for the prime-aged men and 0.03 for the young men.

On the other hand, p;,, is significantly positive both, for the men aged 29-44 and
for those aged <=28: respectively, 0.65 and 0.77?!. These results suggest an alternative
interpretation of the regression residuals. We can interpret them as random cohort-
specific business cycle effects at the time of exit. On average these deviations from
the MPH specification cancel out. However, to the extent that cohorts with a different
elapsed duration are imperfect substitutes, then an increase (decrease) in the hazard of
one particular cohort will spill over to the other cohorts. If we assume that the degree
of substitutability decreases with the difference of the elapsed duration between the
affected and non-affected cohorts, then this substitution induces, for any fixed exit time,
the model residuals to be positively auto-correlated with duration. Note that, if cohorts
are not substitutable, then the coefficient of auto-correlation is zero. On the other hand,
if substitution is perfect, the cohort-specific business cycle effect affects each cohort by
a common factor.

We might depart from our general mixture model in (21) by testing various restric-
tions on the parameters:

Rl : F (exp [gai (z)} v) = Fy(v) &Vae {234} 0 =w) =0 (23)
R2 : $=0 (24)
R3 : Vie{§\}:w.=0 (25)

With R1, the specification of the mixing distribution corresponds to the one retained
by Abbring et al. (1994, 1999). They allow a scale parameter of the mixing distribution,
in our notations exp [gpi (l)], to depend on calendar time at that moment of inflow. This
specification is more restrictive than ours, since it imposes the mean and the variance
of the mixing distribution to vary proportionally. R2 restricts the pattern of duration
dependence not to vary over the business cycle. Finally, R3 imposes a fixed heterogeneity
distribution over the business cycle: the mean and the variance of the unmeasured
characteristics, v, of those entering unemployment are constant over the cycle. Note that
R3 does not imply R1, since under R3 the variance of the mixing distribution can still
vary non-proportionally over seasons.

The estimation procedure consists in two-steps (see Amemiya and Nold 1975). In a
first step we estimate the model (21) by Ordinary Least Squares (OLS). On the basis of
the OLS residuals (7y) and of the estimated variance of the approximation error (3%,),
we can calculate a consistent estimate of s2:

2I'We also test whether eg; follows an AR(1) process over ! and in the dimension k. We found that
the empirical correlation coefficient between e, and ex;—; is not significantly different from zero for both
age-groups.
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o 1 (lmsic o,
232 & [ -]} (26)

Using this statistic and the empirical auto-covariance of the OLS residuals, we can
also calculate a consistent estimate of the auto-correlation coefficients, p; ; and p;, of the
higher mentioned specification errors, eg; (see Appendix 1). In a second step, we estimate
the statistical model (21) by Generalised Least Squares (GLS), explicitly allowing for the
AR(1) disturbances (ey;) over k, for any fixed | + k (see Appendix 2).

Because we have grouped data, we can use a x?-goodness-of-fit test to evaluate the
model specification. The weighted sum of squared residuals (W SSR) is distributed X?V—p
if the model is correctly specified, where N denotes the number of observations and p
is the number of parameters. Moreover, we can test the acceptability of the higher
mentioned restrictions, R1 — R3. If the constrained model is correctly specified, then
the difference between the weighted sum of squared residuals of the constrained and the

unconstrained model (WRSSy — WRSS) is distributed X%p*po)'

4.2 A Non-Parametric Specification of the Mixing Distribution

In the benchmark model we chose a Gamma mixing distribution. Monte Carlo analysis
realised by Ridder and Verbakel (1983) and Ridder (1987) suggests that if the baseline
hazard is sufficiently flexible, the parameters of the conditional hazard are robust to a
misspecification of the mixing distribution. Empirical studies confirm this result (see
Kerckhoffs et al. 1994 and Cockx 1997)?2. However, in these studies regressors are time-
constant. One may therefore question whether these findings are confirmed for the case
of time-varying regressors.

Heckman and Singer (1984) propose a non-parametric estimation method of the
mixing distribution. In this method the mixing distribution is approximated by one with
a discrete number of points of support. We follow this approach, as to test the sensitivity
of our results to the parametrisation of the mixing distribution. In this approach the
number of points of support to be estimated is a priori unknown. However, in the
empirical application we find that if we increase the number of points of support beyond
two, the third point always converges to one of the two others. We therefore restrict the
number of points of support to two in the model specification below.

If the mixing distribution is discrete with two points of support, v; and wve, the
non-linear heteroskedastic regression model becomes:

M=
>

4l

T exp [—vl exp (gpi (l)) + (1 —7)exp [—1)2 exp (gpi (l)) _kl hjl]

1

1- Py =

Ell IS
|
—

J
—v1 exp (gpi (l)) 2 hji| + (1 —7)exp [—1)2 exp (gpi (l)) 5 hjl]
J

+ug; + ek (27)

T exp

*Note that the study of Baker and Melino (1997) refutes this result with a discrete-time model.
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since we normalise the mean of the discrete distribution to one at calendar time { = 0.

where v1 > 0, v9 > 0, 0 <7 < 1, ™ being the probability assigned to vy, and vy =

We specify hg; as in (16). The function ¢4 (1) describes the evolution of the mean (and
variance) of the mixing distribution over calendar time. For purposes of comparability,
we impose restriction R1, such that the mean and variance vary proportionally. It is
unclear how we should specify a ‘comparable’ non-proportional variation in the variance
in the model with a discrete mixing distribution.

It is not only interesting to verify the sensitivity of the parameter estimates of the
conditional hazard, but also to be able to reject the model that is incorrectly specified.
This requires a non-nested test procedure. We follow Chow’s (1985) suggestion and
base a comparison on Schwarz’s (1978) approximation of the Jeffrey-Bayes posterior-
probability criterion?®. According to this criterion, the preferred model is the one that
minimises the following statistic:

17 18-1
WSSR + Ng In (Z Z Tkl) (28)

=0 k=1

where the weighted sum of squared residuals, W.SSR, replaces minus twice the log
likelihood function, a result derived by Amemiya (1981), and where Ny is the number of
estimated parameters. The expression in brackets represents the cumulative number of
individuals at risk of leaving unemployment at each duration interval and for all quarters
of inflow.

4.3 Identification

The MPH specification ensures that the conditional hazard is non-parametrically iden-
tified from a large number of observations on two conditions. First, the mean of the
mixing distribution has to be finite. The second condition depends on the nature of the
data and on the way in which they are modeled. If duration data are continuous, the
regressor function needs to take on at least two values (see Elbers and Ridder 1982).
If duration data are grouped, we need to distinguish between two cases. If duration is
modeled as a continuous time process, as it is done in this paper, Ridder (1990) proves
that the presence of a continuous explanatory variable is sufficient. If duration is mod-
eled as a discrete time process, the mixing distribution is identified up to its moments,
in so far as the support of the heterogeneity distribution is bounded?* and the regressor
function is non-constant (see van den Berg and van Ours 1994, 1996b and Abbring et al.
1999).

If we impose R1 and R2 on our specification (21), we obtain, apart from the random
specification errors, the standard MPH model. To see this, note that R2 implies that
calendar time at the outflow influences the baseline hazard proportionally throughout the
observation period. R1 implies that the business cycle and seasonal indicators at the time

#3See Cockx, Van der Linden and Karaa (1998) for an application of this criterion.
24 The finite mean is implied by this condition.
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of entry enter the specification multiplicatively. However, even with such assumption an
exponential trend in the inflow cannot be identified from an exponential trend in the
outflow (see Section 4.1). We avoid this problem because entry effects are assumed to be
completely captured by seasonal effects and a business cycle indicator at the time of entry,
i.e. the number of entrants. If this indicator does not vary according to an exponential
trend, identification is assured. Nevertheless, entry effects still have two indistinguishable
interpretations, i.e. either compositional or competition effects (see Abbring et al. 1999).
Until now, we interpreted them as compositional effects, by assuming that calendar time
at the moment of inflow affects the shape of the distribution of v in the inflow. Calendar
time at the inflow could, however, also influence the individual exit rate directly, leaving
the composition of inflow constant over time. In such an interpretation, seasonal and
cyclical fluctuations in the number of workers entering the unemployment pool may
alter the intensity of the job-search competition faced by the newly unemployed and,
therefore, their exit rate. So, the inflow into unemployment creates a negative intra-
group externality corresponding to congestion effects. In that case, the multiplicative
effect of the indicators at the time of inflow should be taken to affect the conditional
hazard rather than the form of the mixing distribution. We rule this out by assumption.
The reader can, however, validly interpret the empirical findings below differently, in
terms of competition rather than compositional effects.

For the model in which assumptions R1 and R2 are imposed, we can therefore rely
on the non-parametric identification results of Ridder (1990). The mean of the mixing
distribution is restricted to be finite and equal to one in the quarter beginning in June
1989. This is achieved by the normalisation that b(0) = 0 and w® = w),. Both, the
polynomial capturing the business cycle effects at the time of exit and the business cycle
indicator at the time of entry ensure that the regressor function is continuous.

If we relax R2 the specification is no longer MPH, since the baseline hazard is then
allowed to vary non-proportionally between two calendar time sub-periods at the time
of exit. As long as the number of sub-periods does not increase with the number of
observations®®, identification is, however, assured by the MPH assumption within each
sub-period.

If R1 is violated, the mean and the variance of the mixing distribution vary non-
proportionally over calendar time at entry. This specification is equivalent to make the
hazard rate dependent on an interaction term between unemployment duration and the
calendar time indicators at entry. However, we can still identify the mixing distribu-
tion at each entry date, because the conditional baseline hazard is proportional in the
polynomial at the calendar time of exit (at least within sub-periods). Note that it more
natural to interpret this non-proportionality as compositional effects rather than as com-
petition effects. Indeed, it is unclear why fluctuations in the number of entrants into
unemployment over time should influence the pattern of the exit rates over duration.

25 This is feasible if observations are classified to one of the subperiods according to whether they are
realised in an upturn or a downturn.
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5 Empirical Results

5.1 Specification Tests

In Tables 1 and 2 we report the estimation results of the mixture regression model
(21), respectively for men aged between 29 and 44 years old and for those aged less
than 29 years old. The second column refers to the model without any restrictions.
The third column tabulates the estimates on which restriction R1 is imposed, i.e. the
restriction that the variance of the mixing distribution varies proportionally to the mean
over calendar time. In the last column we report the findings for the discrete mixture
with two points of support (and on which restriction R1 is imposed). The constant term
is, after an exponential transformation, the estimated hazard of a reference individual
with average unmeasured characteristics (i.e. v = 1).

Consider first the performance of the models on the basis of the goodness-of-fit statis-
tic. At a significance level of 1% no model is to be rejected against the saturated model
for both age-groups. However, for the young workers all specifications are rejected at a
significance level of 5%. We therefore need to be cautious in interpreting the estimation
results regarding the young unemployed workers.

On the basis of the approximation of the Jeffrey-Bayes posterior probability criterion
(see the third and the fourth columns), the model with a Gamma mixing distribution
is preferred for both age cohorts. This conclusion does affect the interpretation of the
results. For, the parameter estimates relative to the baseline hazard of the discrete
mixture model systematically exhibit a more negative duration dependence. However,
this merely reflects our uncertainty regarding the true parameter values. In Figure 1 we
observe that the 95%-confidence intervals of the two models overlap to a great extent,
at least for the age group 29-44. This uncertainty is particularly large for the Gamma
specification as applied to the younger age group. Moreover, the overlap of the confidence
intervals is less important. We should therefore be especially careful in interpreting
the duration dependence of the hazard of the young unemployed workers. Moreover,
the finding that the estimated conditional hazard is robust to the misspecification of
the mixing distribution (see e.g. Ridder and Verbakel 1984), might only hold to the
extent that the conditional hazard is correctly specified. Finally, notice that the other
parameter estimates are not sensitive to the form of the mixing distribution, generalising
the empirical findings of Ridder (1987), Kerckhoffs et al. (1994) and Cockx (1997) to
the case of time-varying regressors and heterogeneity distribution.

INSERT FIGURE 1 APPROXIMATELY HERE

Since the discrete mixture specification is rejected against the Gamma mixture model,
we only retain the latter specification in the subsequent discussion. Before entering
into a more detailed interpretation of the estimation results with respect to duration
and calendar time dependence, we now first question whether we can impose the three
restrictions proposed in Section 4.1.

According to the y?-test, we cannot reject restriction R1 for the men aged 29-44 at a
significance level of 27%, but we do reject it for the young male workers with a risk of 3%
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of an error of Type I. For neither group, the parameter estimates change significantly,
apart from the inflow seasonal effects (see the second and the third columns). The inflow
cyclical effect are hardly affected because compositional effects over the business cycle
are unimportant. Neither the mean nor the variance of the mixing distribution varies
over the cycle: R3 cannot be rejected at a significance level of 5%, both for the young
and older workers. The non-proportional variation of the variance to the mean for the
young unemployed workers is therefore entirely due to seasonal effects.

The estimated interaction parameter, ¢, is significantly positive for men aged be-
tween 29 and 44 years old (¢ =1.99). Consequently, restriction R2 is rejected. This
result means that duration dependence becomes more negative when the labour mar-
ket state deteriorates (i.e. after 1990). This provides evidence in favour of the ranking
model. It also explains why the interaction effect 1. estimated in the first stage (see
the first column of Table 1), although negative and thereby suggesting the presence of
heterogeneity, is small in absolute value: ranking has an opposite effect than sorting on
the duration dependence of the aggregate outflow rate within the business cycle. As
expected, we underestimate the variance of the Gamma distribution in a model ignor-
ing this interaction®®. For the youngest age-group, the sign of ¢ also points to ranking
(¢ =0.08). Yet, given the size of its standard deviation, this coefficient is not significantly
different from zero and restriction R2 is not rejected.

Finally, note that standard deviation of the specification errors is small: of the order
of .01 for both groups and over all specifications. For the adult population, the specifi-
cation error accounts only for 1.2% of the variation in the dependent variable. For the
young unemployed workers this figure is 1.6%. Cohort specific calendar time effects are
thus unimportant.

To conclude, for both groups the procyclical variation in the hazard rates is general
and cannot be explained by compositional effects. Ranking can partly explain the nega-
tive unemployment duration of prime aged unemployed workers. A neglect of this phe-
nomenon causes the variance of the mixing distribution to be under-estimated. Ranking
is not important for young unemployed workers. Seasonal effects only induce a non-
proportional variation of the variance to the mean of the mixing distribution of the

young population, but not for the prime-aged men.

5.2 True versus Spurious Duration Dependence

The results for the estimated variance of the heterogeneity distribution indicate an im-
portant disparity between the characteristics of those flowing into unemployment. For
men aged between 29 and 44 years old, the estimated variance is significantly positive
at the reference calendar time of inflow (6% = 0.89). The variance is somewhat, but not
significantly, lower for the young unemployed workers (63 = 0.83).

Figure 2 shows, for men aged 29-44, the duration pattern of the hazard resulting from
three different model specifications: a model with neither unmeasured heterogeneity nor

26The estimation is available upon request.
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a calendar time interaction at the time of exit?’, the mixture model (21) under R2,
i.e. without interaction, and the general mixture model (21). In the general model, the
duration dependence in the upturn is positive while it is negative in the downturn. We
attribute this to the theoretical prediction that in the hiring process, ranking according
to unemployment duration is less important or is even absent in an upturn. Notice that
the ‘true’ negative duration dependence in the downturn is over-estimated when ignoring
the interaction.

INSERT FIGURE 2 APPROXIMATELY HERE

If we focus on the duration dependence pattern estimated in downturn, the nature of
the negative duration dependence of the aggregate hazard in Wallonia is largely spurious:
the sorting process due to unobserved heterogeneity explains most of the sharp decline in
the estimated aggregate exit rate with unemployment duration for the men aged 29-44.
There is a 7% decrease in the individual hazard between the first and the second quarter
of unemployment, and then a slight increase up to fifth quarter where the hazard nearly
reaches its initial level. Given the level of parameters significance, we can argue that
individual exit probabilities are, if anything, slightly decreasing over the first 1.5 years of
unemployment and exhibit significant negative duration dependence afterwards. After
two years and a half of unemployment the conditional hazard has dropped by 20%.

We now turn to the estimated duration dependence patterns for the young unem-
ployed. As the interaction parameter is insignificantly different from zero, the estimated
duration dependence of the exit rate does not vary over the business cycle. So ranking
is apparently unimportant in the hiring process of young unemployed workers. After
correcting for unobserved heterogeneity, the estimated duration dependence is strongly
positive. The baseline hazard is, however, very imprecisely estimated. We cannot reject
duration to follow an exponential distribution at a significance level of 66%. Never-
theless, we can conclude that the observed negative duration dependence is completely
spurious.

How explain the differences in the duration pattern between the distinct age groups?
First, unlike for the adult unemployed, there is no evidence of ranking for the young
people. Why is it that the ranking rule is not relevant for the young unemployed? The
employer has an important piece of reliable information at his disposal to infer the pro-
ductivity of young workers, i.e. their level of educational attainment. Conditional on
this level, the elapsed unemployment duration is unlikely to signal additional informa-
tion. The employer cannot therefore increase the productivity of his recruits by ranking
candidates according to unemployment duration. This explanation is reinforced by the
observation that the conditional hazard is not decreasing. On the other hand, the level
of educational attainment is likely to be a very noisy signal of the productivity of older
workers. If it is difficult and costly to obtain reliable information on the worker’s pro-
ductivity, unemployment duration is a cheap and reliable signal, even if it is completely

2TIn order to take into account inflow effects in this model, we assume that the individual hazard is
multiplicative in calendar time at the moment of inflow.
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spurious. The reliability of this signal is reinforced, because the conditional hazard ex-
hibits true negative duration dependence after 1.5 years that is unlikely to be completely
explained by the ranking in the recruitment procedure?®.

The depreciation of human capital during unemployment is likely to be more impor-
tant for the older workers than for younger. This is because (i) the level of human capital
is simply higher for older workers?’ and (ii) the skills that older workers have acquired on
their previous job may require more maintenance than the general skills learnt at school.
This higher rate of human capital depreciation can also lead to a more rapid ‘demotiva-
tion’ of older workers in their search for a job. Observe that the net expected returns
to the on-the-job investments required in a new job are lower for older than for younger
workers, simply because older workers face a shorter horizon. This may not only affect
the search intensity level, but also its pattern over duration. The more human capital
depreciates, the larger the on-the-job investments required in the new job.

Differential participation in active labour market programmes (ALMP) can also ex-
plain the different pattern of duration dependence between the two age groups. For,
participation in ALMP in Belgium is often targeted to young and long-term unemployed
workers. Besides, young people are likely to be more involved in ALMP given that they
expect a higher return of these programs than older people who have a lower time span to
amortize their investment. However, we do not have any figures to corroborate the fact
that the young unemployed participate more to ALMP than the prime-aged unemployed
in Belgium. If it is actually the case, this may induce the baseline hazard of the younger
workers to increase with unemployment duration since in our dataset participants in
these programmes are recorded to leave unemployment®’ if they do not return within
the next quarter3!.

Finally, the rules governing the unemployment benefit scheme may induce younger
workers to search more intensively as they are longer on the dole. For, the likelihood that
young male workers are head of a family is lower than for the older age group. Since
unemployment benefits for those who are not head of a family drop after 1 year and
once more after 18 months if one is cohabitant, e.g. living with once parents, the young
will decrease their reservation wage and increase their search intensity gradually with
unemployment duration (see van den Berg 1990). By contrast, the heads of households
are entitled to a constant unemployment benefit for an indefinite duration. Moreover,
since the drop in the level of unemployment benefits after 18 months can be postponed
with a factor that is proportional to past work experience, the more experienced and

*®We cannot infer this from our data, because the observation period in the upturn is too short, i.e.
only 5 quarters. If the negative duration dependence of the conditional hazard would not be observed in
the upturn, the negative duration dependence would be completely induced by ranking.

29This argument has been used by van den Berg and van Ours (19964, p.11) to explain the difference
in the duration dependence pattern between young male and female in France. As these former have
on average a higher schooling level than the female workers, “a certain loss of human capital during
unemployment leaves long-term unemployed men with still a higher average level of human capital than
long-time unemployed women”.

30 An exception to this rule is the participation in counseling programmes: the worker remains registered

as unemployed.
#1This is the so-called ‘tautological’ effect of ALMPs (see Calmfors 1994).

21



therefore older cohabiting workers will also be less affected by the declining profile of
unemployment benefits.

We finish the discussion of our estimation results on duration dependence and hetero-
geneity by comparing them to those obtained in other studies. For purpose of comparison
with our analysis, we restrict our discussion to recent European studies on unemploy-
ment duration applying a MPH framework and a flexible functional form for the duration
dependence (for a more complete survey, see Machin and Manning 1999).

In view of our results Belgium belongs to the large pool of European countries where
there is both, no marked evidence of ‘true’ negative duration dependence of the exit rate
out of unemployment and important ‘spurious’ dependence. So the United Kingdom
seems to remain the exception, with individual unemployment duration distributions
exhibiting strong negative duration dependence and not being significantly heterogeneous
(see Nickell 1979 or van den Berg and van Ours 1994).

With respect to the prime-aged men, the duration dependence of the conditional
hazard in Wallonia resembles much the one that is found for the Netherlands and France,
where there is evidence of non-monotonic true duration dependence, first constant, or
even slightly increasing, then decreasing. Using a non-parametric specification of the
mixing distribution, Van den Berg et al. (1998a) estimate a slightly increasing trend of
the individual outflow probabilities over the first year of unemployment for the men aged
25-49, while these exhibit significant negative duration dependence onwards®?. Although
they treat the population of male unemployed globally, van den Berg and van Ours
(1994) and Kerckhoffs et al. (1994) obtain the same kind of non-monotonicity in the
Netherlands, using a discrete mixing distribution. Yet, the estimated hazard is overall
constant over the first year of unemployment (first increasing, then decreasing) and
declines very mildly onwards. Notice that unlike Belgium, France and the Netherlands,
there is a slight positive dependence of the exit rate over all durations in Germany (see
Steiner 1997), Spain (see Bover et al. 1996) and Norway (see Hernaes and Strom 1996).

Concerning the young job-seekers, most of the studies tend to estimate a constant,
or weakly negative (after some quarters of inactivity), duration dependence of the exit
rate. Van den Berg and van Ours (1996a) as well as van den Berg et al. (1998a)
found that young unemployment duration distributions in France exhibit no significant
duration dependence during the first year of unemployment and a moderate negative
duration dependence thereafter33. Specifying a Gamma mixing distribution, D’Addio
(1999) found no evidence of negative true duration dependence of the exit rate of young
French workers unlike van den Berg et al.. Besides, an exponential distribution for the
duration dependence pattern cannot be rejected as in our analysis.

We should, however, keep in mind that none of the reviewed studies allow the pattern

320nly the first four quarters of unemployment are explicitly introduced in their empirical analysis.

They use an informal procedure to deduce the duration dependence pattern beyond. They estimate
non-parametrically the moments of the mixing distribution, and show that these are compatible with a
two points of support distribution. The estimate of this mixing distribution on data regarding the first
four quarters only and the aggregate observed exit rates are then used to infer the duration dependence
of the conditional exit rate for the intervals beyond one year.

33see the preceeding footnote.
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of the duration dependence to vary over the business cycle. As is shown in this study,
this potentially biases their findings regarding duration dependence downwards. Rosholm
(1997) does allow for an interaction effect with the business cycle. He estimates that the
duration dependence of the hazard becomes less negative, but insignificantly so, when
unemployment increases for adult male workers®, even after controlling for unobserved
heterogeneity. He interprets this as evidence against the ranking model.

Our study does not only show that ignoring an interaction between the duration
dependence and the business cycle may bias the estimations. It also suggests that the
duration dependence may not be similar across age groups. Consequently, the common??
assumption that age affects the baseline hazard proportionally, may accordingly lead to
incorrect conclusions.

Our findings cast serious doubt on the reliability of some micro-econometric stud-
ies attempting to disentangle true from spurious duration dependence in Belgium (see
Spinnewyn 1982 and Mahy 1994). Using strong parametric assumptions (Weibull) re-
garding the baseline hazard, they estimate a significant positive duration dependence
of the conditional baseline hazard. Note that, assuming a Gamma mixing distribution,
Kerckhoffs et al. (1994) estimate for the Netherlands a strong positive duration depen-
dence with a Weibull baseline hazard specification while they obtain a similar result as
ours when allowing for a flexible duration dependence pattern. These findings confirm
that the importance of specifying the baseline hazard with sufficient flexibility (see also
Heckman and Singer 1984). Finally, note that the positive duration dependence found
by Plasman (1993) is not inconsistent with our findings. For, he restricts his analysis to
young school-leavers, excluded from our analysis.

5.3 Decomposition of Unemployment Duration over Calendar Time

The outflow rate from unemployment appears to be procyclical for men in Wallonia, as
observed in comparing a Belgian business cycle indicator (the Kredietbank indicator, see
Kredietbank 1997) and the estimated five degrees polynomial function in Figure 3. The
exit rate of the young unemployed is more heavily hit by the recession in 1993 than the
one of the adult unemployed: there is a nearly 40% (resp. 50%) drop in the hazard in
February 1993 compared to its level in November 1989 for the men aged 29-44 (resp.
men aged <=28). This contrasts with the findings of van den Berg et al. (1998a) who
estimated that the exit rate of young workers is less affected by the cycle then the one
of the adult workers in France.

INSERT FIGURE 3 APPROXIMATELY HERE

Figure 4 shows the estimated deseasonalised variance and mean of the Gamma dis-
tribution at each calendar time of our observation period for men aged 29-44 and for

34The interaction between the baseline hazard and the unemployment rate is not significant for the
young men.

35 Rosholm (1997) and van den Berg et al. (1998a) deviate from this common rule and specify a distinct
baseline hazard by age groups.
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those aged <=28. For the former age-group, the mean and the variance vary propor-
tionally over the cycle (restriction R1) while for the latter, they vary independently. We
observe that the quality and the dispersion of male entrants has declined, although not
significantly, from the cyclical peak at the end of 1989 to the downturn in 1993, while
the number of inflows into unemployment was increasing. This result suggests a slightly
rising share of entrants with poor re-employment prospects as labour market conditions
deteriorate in Wallonia. However, since this effect is small and insignificant, we conclude
that compositional variation cannot explain the procyclical variation of the hazard. This
finding is in line with the results obtained with French data by Abbring et al. (1994,
1999) and van den Berg and van der Klaauw (1998). Finally, notice that we only observe
data in the descending phase of a business cycle. We should therefore be cautious when
generalising our findings to the complete cycle. For instance, Rosholm (1997) finds for
Danish data that the compositional effect varies across the cycle.

INSERT FIGURE 4 APPROXIMATELY HERE

There is also some seasonal variation in the average quality of the inflow, mainly
in the young population as we observe in Figure 5. The average characteristics of new
entrants slightly worsen in autumn and spring, and their dispersion largely increases,
compared to those observed in the other seasons.

INSERT FIGURE 5 APPROXIMATELY HERE

We also find significant seasonal variations in the outflow rate that remain unex-
plained by the seasonal variation in the quality of the inflow (see Table 1 and Table 2).
These are about the same for both age groups. As expected, the summer time seems to
impede a lot the exit from unemployment, while the labour market conditions are the
most favourable during the spring time.

6 Conclusion and Policy Recommendations

In this paper, we investigated what causes the aggregate exit rate out of unemployment
estimated in Wallonia to decline strongly over duration and to vary over calendar time.
For that purpose, we proposed to relax the commonly used MPH specification in three
ways. First, we allowed the individual hazard to vary non-proportionally between two
sub-periods, i.e. a boom and a recession, in order to test the ranking hypothesis. Second,
the variance of the mixing distribution needs not to fluctuate proportionally to its mean
over calendar time at entry. Finally, we allowed for random deviations from the MPH
framework by introducing random cohort-specific business cycle effects at the time of
exit.

We estimated our model by Minimum Chi-Squares on quarterly data of male work-
ers entering unemployment between June 1989 and February 1994. We distinguished
between two age groups, those less than 29 and workers between 29 and 44 years old.
For both age-group, we found that heterogeneity induces significant spurious negative
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duration dependence of the aggregate hazard. During a recession, the conditional hazard
of prime-aged men is, if anything, slightly decreasing over the first 1.5 years of unem-
ployment, and exhibits significant negative duration dependence onwards. When the
labour market conditions ameliorate, duration dependence is slightly positive. So, there
is evidence of ranking for the adult unemployed. For the young men, the individual exit
rate is significantly constant over all durations, whatever the state of the business cycle.
Ranking is therefore not important for the young unemployed workers.

On the basis of these results, we conclude that negative duration dependence of the
exit rates out of unemployment, even if it plays a role, cannot be the main channel
of unemployment persistence in Wallonia. The hysteresis diagnosis of unemployment
persistence originates from the United Kingdom where individual exit rates exhibit strong
negative duration dependence (see e.g. Layard et al. 1991). According to this theory,
the presence of ‘true’ negative duration dependence explains why the unemployment rate
did not return to its initial level after a succession of negative economic shocks in the
eighties. Two crucial factors play a role here. Unemployment dependency leads to labour
shortages in case of economic recovery, although unemployment stays high. Second, it
reinforces the bargaining power of insiders with respect to wage demands, tempering
by this way employment growth. Empirical studies on unemployment duration and
heterogeneity in Europe have proven that the United Kingdom remains the exception
in a large pool of countries where there is no marked evidence of true negative duration
dependence. Among this group, the duration dependence of the conditional hazard in
Wallonia resembles much the one that is found in the Netherlands and in France.

Our findings also suggest that public outlays to active labour market policies should
not primarily focus on temporary work experience schemes with little training content.
These schemes are often aimed at preventing or countering the process of demotivation
and skill deterioration likely to arise after a prolonged unemployment. Our results show
that this process is of little importance to explain the low employability of the long-term
unemployed in comparison with the importance of their intrinsic skills (used in a broad
sense). Given this diagnosis, it is unlikely that temporary work programs are by them-
selves sufficient to upgrade durably the employability of the long duration unemployed
in Wallonia.

For both age-group, the pro-cyclical variation of the aggregate exit rate in Wallonia
is driven by a cyclical fluctuation in the individual exit rate of all currently unemployed
rather than by a change in the average quality of the new entrants within the economic
cycle. This finding is in line with the results obtained with French data. As we only
observe data in the descending phase of a business cycle, we should, however, be cautious
when generalising our findings to the complete cycle. Seasonal fluctuations in the exit
rate are the result of large seasonal variations both, in the individual exit rate and in the
average characteristics of the inflow. The variance of these characteristics changes non-
proportionally to their mean in the young population, but not in the adult population.

We significantly improve our statistical model in departing from the ‘pure’ propor-
tionality assumption. On the one hand, we show that the variance of the mixing distri-
bution can be underestimated in a model ignoring the non-proportionality of the hazard
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in duration and calendar time at the outflow, i.e. the ranking hypothesis. On the other
hand, we found that ignoring random cohort-specific business cycle effects at the time
of exit can lead to an efficiency loss in the estimates. Indeed, these deviations from the
proportionality framework induces, for any fixed exit time, the model residuals to be
positively auto-correlated with duration under two reasonable assumptions : (i) cohorts
are each other’s imperfect substitute and (ii) the degree of substitutability decreases with
the difference of the elapsed duration between the affected cohort and the non-affected
cohorts.
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Appendix
Appendix 1

In this appendix, we derive the empirical correlation coeflicients between ex; and,
respectively, ex_1;+1 and eg_1;.
Let us define the total errors vy as the sum of the approximation errors and the

specification (or measurement) errors:

Vgl = U + gy (al)

and make the following assumptions on the covariance structure of these errors:
E (ugug—siys) = E (upug—si) = E (upieg) = E (ug—siser) = B (ug—ger) =0 Vs #0
(b1)

First, consider that in (al), ey follows an AR(1) process over k and for [ + k fixed:

€kl = PuCk—11+1 T Wk, where ’pa’ <1 (Cl)

where it is assumed that:

E (eg—1+1wpr) =0 (d1)

Upon substitution of (c1) in (al) and expressing ey_1;41 as a function of vy and wuy;,
we obtain:

Ukl = PqUk—11+1 + Wk + Ukl — PaUk—11+41 (el)

Multiplying both sides by vg_1;41 and taking the expectation give:

E(gve-141) = PoE (Vi 141) + E (Wevp—141) + B (Wvk—1141) (f1)

—pa [E (uh—1ir1€k-1141) + E (u§_1141)]

By using the assumptions stated in (b1) and in (d1), we then find that the covariance
of vy in the dimension [ + k£ and for varying k is given by:

E (ViU 1141) = paSe (g1)

From (gl), we can finally derive a consistent estimate of p,:
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Ll
N 2 2 Orfk—141
=0 k=2
Pa = - (h1)

2
Se

where 0 is the OLS residual of the regression (21) and 82 is the estimate of s? given in
(26). In fact, p, is a generalisation of the empirical autocorrelation coefficient found in
the literature to the case of two errors terms, one of them following an AR(1) process.
The LM-test statistics for p, takes the form (see Godfrey 1978 and Breusch and Pagan
1980):

LM = (pa)* N «ife x* (1) (i1)

where the null hypothesis is Hy : p, = 0 against H; : p, # 0 and « is the significance
level of the test.
If in (al), ey follows an AR(1) process over k and in the dimension I:

€kl = PpCr—11 + Wik, where ‘,Ob’ <1 (Jl)

where it is assumed that:

E (ep—siwg) =0 Vs #0 (k1)

we can similarly find a consistent estimate of p,:

1 17 18—1 o
~ 2 2 Umk—u
~ =0 k=2
Pp = ) (11)
88

and apply the same LM-test statistic than in (i1).

32



Appendix 2

In this appendix, we give the estimation procedure of the mixture model (21) where
the disturbances, ey, follows an AR(1) process over k and in the dimension [ + k.
When ey, follows an AR(1) process across k and for [ 4 k fixed such that:

€kl = Pek_1i+1 + Wk (a2)

the mixture model in (21) becomes a non-linear regression model with heteroskedas-
tic and correlated disturbances. Assuming that E (ugex;) = 0, the variance-covariance
matrix of the N total disturbances, vg;, is then block-diagonal. The block-matrix, idem-
potent and of dimension [ + k (for simplicity, we denote [ + k by ¢), takes the following
form:

2 2 2 2.2 c—1.,2 7]
S1e—1 + Se PSe P~ Se P Se
2 2 2 2 c—2 .2
PSe 89¢-2 + Se PSe 1Y Se
2.2 2 2 2 c—3 .2
P~ Se PSe 8303 + Se P Se (b2)
c—1.2 c—2 .2 c—3 .2 2 2
L 1Y Se P Se 1Y Se SCO + Se

(¢, )

The estimation procedure consists then in two-steps. The first step consists in using

OLS to estimate the residuals Ux;. These allow us to construct a consistent estimate of
2

the specification errors, s,

and to calculate the empirical correlation coefficient p (see
(h1) or (11) in Appendix 1). In a second step, we estimate the variance-covariance matrix

in (b2) and estimate the parameters of the mixture model (21) by GLS.
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Tables and Figures

Table 1: Hazard model estimates for men aged 29-44

2POINTS
TEST GAMMA GA:;/IlMA OF
Variables SD SD SD| SUPPORT  SD
c -0.58; 0.05 -0.36; 0.05 -0.36; 0.05] -0.46; 0.0
1. Duration (in quarters)
2 (v © -0.33) 003 -0.06! 003 -0.07; 0.03 -0.15! 0.03
3 (ys©) -0.55; 0.05 -0.04; 0.3, -0.05; 0.03 -0.16; 0.05
4 (y,~C) -0.73t 0.07 -0.031 004 -0.041 0.04 -0.15} 0.07
5 (ys=C) -0.87i 0.08 -0.01} 005 -0.02} 0.05] -0.11} 0.08
6 (y¢C) -1.08; 0.09 -0.07; 0.06] -0.07; 0.0 -0.16; 0.9
7 () -1.28} 0.10 -0.15} 0.06 -0.16} 0.07 -0.261 0.11
8 (yg—C) -1.44; 0.12 -0.20! 0.07 -0.21! 0.08] -0.34i 0.2
9 (yo—©) -1.47; 013 -0.15; 0.08] -0.15; 0.08 -0.32; 0.12
10 (yi0—C) -1.67; 0.14 -0.27; 0.09) -0.27; 0.10 -0.49; 0.4
11 (y11=0) -1.67i 015 -0.17} 010 -0.18} 0.10) -0.46} 0.14
12 (y20)” -1.96} 0.4 -0.31} oa1 031} o011 -0.70} 0.9
2. Calendar time at outflow
Cycle
Ba -0.21; 0.02 -0.22; 0.05) -0.22; 0.05 -0.22; 0.09
Be 0.08} 0.02 0.06} 0.02 0.06; 0.02 0.06; 0.02
Bes 0.01i o0.01 0.03; 0.02 0.03t 0.02 0.02i 0.02
Bea 0.03; o.01 0.04i 0.02 0.04; 0.02 0.04; 0.02
Bes 0.04i o0.01 0.041 002 0.05! 0.02 0.04 0.02
Seasons
Winter (Bo-C) -0.35] 0.03 -0.32) 0.03] -0.31} 0.03 -0.30; 0.03
Spring (Bs-C) 0.00; 0.02 0.00! 0.03] 0.01} 0.03 0.02; o.03
Summer (Bgss-C) -0.35{ 0.03 -0.31} 0.03 -0.31} 0.03 -0.31} 0.03
3. Interaction terms
We -0.08! 0.12
Ps -0.14i 0.06
® 2.13} 086 1.99; o081 0.87} 034
4. Calendar time at inflow
o=y 0.16} 008 0.12} 006
Cycle
'y -0.11} 035 -0.18} 018 -0.11} 019
o’ -0.05¢ 020
Seasons
Autumn (o-6s)™ -0.02} 0.08 -0.09} 0.03 -0.07} 0.03
winter (o’g-os)” 0.08} 0.09 -0.04{ 003 -0.03{ 009
Spring (@’y—05x)"” -0.16! 009 -0.09 003 -0.07} 003
Autumn (00 o' -0.04} 005
winter (o'g-w's) -0.08; 0.05)
Spring ('y—03's) 0.04} 006
5. Points of support
b 0.55} 0.05
v, 1.60} 0.09
6. Empirical correlation coefficients of g
Prak 0.65 0.65, 0.70
o -0.02 0.03 0.01
7. Standard deviation of g
S 0.01 0.01, 0.01
Number of observations 171 171 171 171
Number of estimated parameters 22 30 26 27
Weighted sum of squared residuals 478.32 169.78 170.44 171.20
P-value of the goodness-of -fit test 0 0.05 0.073 0.06
Jeffrey-Bayes posterior-probability statistics 496.73 510.04
*y1g = oo = Y19 *F wgl is replaced by ¢ in the fourth column.
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Table 2: Hazard model estimates for men aged <=28

2POINTS
TEST GAMMA GA:\?/IlMA OF
Variables SD SD SD| SUPPORT  SD|
c -0.33) 0.04 -0.04| 0.09 -0.07} 0.08 -0.231 0.05
1. Duration (in quarters)
2 (¢ -0.32) 0.03 0.09} 0.08 0.07} 007 -0.09! 0.02
3 (50 -0.54; 0.04 0.20; 0.14 0.16; 0.12 -0.07; 0.04
4 (y4—©) -0.76; 0.05) 0.24; 0.0 0.18; 017 -0.08; 0.04
5 (ys=C) -0.89} 0.06 0.35{ 0.25 0.28} 021 0.00{ 0.09
6 (veC) -1.03! 007 0.43! 029 0.34{ 0.25 0.03! 010
7 (0 -1.21; 0.08] 0.46; 033 0.36; 0.29) 0.01; 0.1
8 (ys—0) -1.38 0.09 0.44i 037 0.33} 032 -0.07} 013
9 (yo—C) -1.54] 011 0.42} 0.40 0.31} 0.34 -0.17} 0.4
10 (y10©) -1.64; 012 0.46; 0.42 0.35; 037 -0.20; 0.1y
11 (yu1—c) -1.68; 0.14 0.56; 0.45 0.43; 0.39) -0.19; 0.1y
12 (y12-0)” -1.92} 013 058! 048 0.441 042 -0.37} 0.9
2. Calendar timeat outflow
Cycle
Ba -0.29! 0.02 -0.32) 0.04 -0.32) 0.04 -0.31! 0.03
Be2 0.06; 0.01 0.04i 0.02 0.04; 0.02 0.06; 0.0
Bes 0.01; o001 0.03; 0.2 0.03; 0.02 0.02; 0.02
Bea 0.041 001 0.03! 0.02 0.03} 0.02 0.04! 0.02
Bes 0.07; 0.01 0.07: 0.02 0.07; 0.02 0.06¢ 0.0
Seasons
Winter (B4-C) -0.36/ 0.03 -0.30! 0.04 -0.31) 0.04 -0.31 0.03
Spring (Bs-C) 0.00; 0.02 0.01} 0.04 0.01; 0.03 0.01} o.03
Summer (Bg-C) -0.33! 0.03] -0.26} 0.04 -0.26) 0.04 -0.26} 0.04
3. Interaction terms
We -0.30; 0.07,
Ws -0.17) 0.05
0.08i 0.27] 0.05; 0.35) 0.72i 057
4. Calendar time at inflow
WPa=dy 0.19} 022 0.27} 0.23
Cycle
’a -0.23] 0.46 -0.21] 022 0.04} 019
W'y -0.02} 023
Seasons
Autumn (wo—u’s)” -0.21% 007 -0.11} 0.03 -0.07} 0.02
winter (6’g-0"g)"” -0.01f 007, -0.07} 003 -0.06! 0.0
spring (Py-’y)™ -0.13} 007 -0.15{ 0.04 -0.11} 0.02
Autumn (o0 o) 0.06! 0.04
winter (of'-od') -0.04; 004
Spring (o's-w's) 002} 004
5. Points of support
T 0.63; 0.05)
Vq 1.40; 0.04)
6. Empirical correlation coefficients of g
Prek 0.77, 0.75 0.76
o) 0.03; 0.05 -0.02
7. Standard deviation of e
Se 0.01 0.01 0.01
Number of observations 171 171 171 171
Number of estimated parameters 22 30 26 27
\Weighted sum of squared residuals 677.79 176.4 178.45 178.84
P-value of the goodness-of-fit test 0 0.023 0.031 0.026
Jeffrey-Bayes posterior-probability statistics 509.43 522.55
*y1g = oo = Y19 *F wgl is replaced by ¢ in the fourth column.
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Figure 1: Confidence intervals of the baseline hazard for men aged 29-44 (top) and
<=28 (bottom)
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Figure 2: Baseline hazard (Gamma mixing distribution) for men aged 29-44
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Figure 3: Cyclical dependence of the hazard for men aged 29-44 and <=28 and the
Kredietbank indicator (right scale)
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Figure 4: Mean and variance of the Gamma over the cycle at inflow for men aged
29-44 (top) and <=28 (bottom)
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Figure 5: Mean and variance of the Gamma over seasons at inflow - men aged 29-44
(top) and <=28 (bottom)
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