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Definition

« Recommender systems try to provide
people with recommendations of items
they will appreciate, based on their past
preferences, history of purchase, and
demographic information »

for a review of the state-of-the-art on recommender systems: Adomavicius and Tuzhilin, 2005



Everyday examples of recommender
systems



Everyday examples of recommender
systems



MovieLens



Other examples

� MovieLens (movielens.umn.edu)

� Hollywood Video (www.hollywoodvideo.com)
� Netflix (www.netflix.com)
� Jester (shadow.ieor.berkeley.edu/humor)
� WikiLens (www.wikilens.org)
� etc.
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Preference indicators

� Rating triplet or co-occurrence pair

� Explicit or implicit



Rating triplet

� A rating triplet has the form (u,i,r)

where

- u corresponds to the index of a user

- i corresponds to the index of an item

- r corresponds to the rating provided

by user u to item i



Co-occurrence pair

� A co-occurrence pair has the form (u,i)

where

- u corresponds to the index of a user

- i corresponds to the index of an item

- the occurrence of the pair (u,i) means

that user u has bought / watched /

consumed item i



Explicit preference indicators

�Explicitly provided by the user

Examples:
- asking a person to rate an item
- asking a person to rank a set of items
- asking a person to choose between items
- etc.



Implicit preference indicators

� Implicitly gathered
Claypool 2001

Examples:
- observing the items that a person views in 
his/her online shopping
- saving information about the time spent on a 
page
- observing the mouse clicks
- etc.



Recommendation approaches

� Content-based approaches

� Collaborative approaches

� Hybrid approaches



Content-based approaches
Belkin 1992, Baeza-Yates 1999

1. Discover patterns among items
2. Find similar items

have their roots in the information retrieval
and information filtering communities

Shortcomings:
- hardly deal with new users
- difficulties to distinguish items
- overspecialization



Collaborative approaches
Goldberg 1992, Maes 1995

1. Analyze the ratings previously given
by the person of interest

2. Find neighbours of users or items

Shortcomings:
- hardly deal with new users
- hardly recommend new items
- sparsity



Hybrid approaches
Balabanovic 1997, Basilico 2004, Basu 1998

� combine content-based and
collaborative approaches

� take advantage of both approaches
� various kinds of combination



Recommendation techniques

� Model-based techniques

� Memory-based techniques



Model-based techniques

� develop a model of users ratings
� apply the model to new information

� Examples
– decision trees models
– latent class models
– artificial neural networks models
– etc.



Memory-based techniques

� use various statistical techniques to 
recommend items to users

� by determining a neighbourhood for users or 
items, or not

� Examples:
– Pearson correlation coefficient
– cosine correlation coefficient
– link-based techniques
– etc.



Direct or indirect methods

�Direct method
compute directly the similarities between a given person and the
items

�User-based indirect method
find the nearest neighbours of the user of interest and proceed
from there

� Item-based indirect method
Karypis 2001
find the nearest neighbours of each item rated by the user of
interest and proceed from there



Provided results

� Prediction
Numerical value expressing the predicted likelihood that a user will like
an item

� Recommendation
List of items that a user will like the most
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Traditional approach

� Data are in the form

� Traditional algorithms of data mining, machine 
learning, and statistics exploit these features for 
clustering / classification / recommendation / etc.

� feature-analysis based

Individual 1: age=22, gender=‘F’, occupation=‘student’,…
Individual 2: age=53, gender=‘M’, occupation=‘artist’,…
…
Individual n: age=35, gender=‘F’, occupation=‘lawyer’,…
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Another approach

� Data are viewed as links, leading to a 
graph (very popular for web pages 
ranking – PageRank, HITS)

� link-analysis based

U1

U2

U3

M2

M1



Feature-analysis based algorithms

� Cosine correlation coefficient
� Binary similarities
� Latent class model
� etc.

� For comparison:
‘Basic’ algorithm which recommends first, for 
each user, the most rated item (best-seller
recommendation)



Cosine correlation coefficient

where vi (vj) is a binary vector 
containing the items user i (j) has rated 
(or not)



Binary similarities
Johnson and Wichern, 2002

� Define a frequency table

and use, for example, the « ratio of
matches to mismatches with 0-0 
matches excluded »



Binary similarities: examples



Latent Class
Hofman et al. 1999, Delannay 2006

� clustering model
� assumes that the preferences of a user 

are established through a latent variable 
(i.e., a non-observable variable)

� standard procedure: Expectation-
Maximization (EM) algorithm



Link-analysis based algorithms

� Random-walk based algorithms
� Kernel-based algorithms
� Web-mining based algorithms



Some definitions:
Remember our movie example

from which, we define
- a weighted graph
- an adjacency matrix
- the transition matrix
- a random-walk model on the graph



The weighted graph associated
with a database
� Database elements correspond to nodes of the graph
� Database links correspond to edges

Example: a database containing 3 users, 2 movies and 2 
movie categories:

U1
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U3
M2

M1
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C1



The adjacency matrix
� The elements aij of the adjacency matrix A of

a weighted, undirected, graph are defined as 

where A is symmetric
� The wij � 0 represent the strength of

relationship between node i and node j

A =

U1

U2

U3
M2

M1

C2

C1



The transition matrix
� We define P as the transition matrix whose entries are

where

� Remember our example:

A = P =



Link-analysis based algorithms

� Random-walk based algorithms
– The average first-passage time
– The average commute time
– The pseudoinverse of the Laplacian matrix

of the graph

� Kernel-based algorithms
� Web-mining based algorithms



A random-walk model on the graph

� Every node is associated to a state of a Markov chain
� We define a random variable, s(t), representing the state of the

Markov model at time step t
� The random walk is defined by the single-step transition 

probabilities

where

� In other words, to any state or node i, we associate a probability
of jumping to an adjacent node, s(t+1) = j, which is proportional
to the weight wij of the edge connecting i and j

ijp
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Average first-passage time

� m(k|i) = average number of steps a random
walker, starting in state i, will take to enter 
state k for the first time

� These equations can be used in order to 
iteratively compute the first-passage times.



Average commute time

� n(i,j) = m(j|i) + m(i|j) = average number of steps a 
random walker, starting in state i � j, will take before
entering a given state j for the first time, and go back
to i

� Note: while n(i,j) is symmetric by definition, m(i|j) is
not.



The Laplacian matrix
� The Laplacian matrix L of the graph is defined by

L = D – A

where with

Properties:
� L is doubly centered
� L is symmetric
� L is positive semidefinite
� We suppose that the graph is connected, so that the

rank of L is n – 1, where n is the number of nodes



Pseudoinverse of the Laplacian
matrix (L+)

� The rank of L is n-1
� L is not inversible

�use of the pseudoinverse (L+)

� It can be shown that L+ matrix contains
the inner products of node vectors in a 
transformed space and can then be
considered as a similarity measure
between the nodes.



Link-analysis based algorithms

� Random-walk based algorithms
� Kernel-based algorithms
� Web-mining based algorithms



Kernel-based algorithms

� In a few words, a kernel is simply
– An inner product matrix

� That is, a matrix containing inner
products as entries,

defined in some abstract inner product
space, called the feature space



Kernel-based algorithms examples

� The exponential diffusion kernel

� The Laplacian exponential diffusion kernel

� The von Neumann diffusion kernel

� The regularized Laplacian kernel

� The commute time kernel



Kernel-based algorithms: examples

� The Markov diffusion kernel

� The cross-entropy diffusion matrix

Each of these 7 quantities provides
similarity measures between the nodes
of the graph



Link-analysis based algorithms

� Random-walk based algorithms
� Kernel-based algorithms
� Web-mining based algorithms

– A variant of HITS algorithm
– A variant of PageRank algorithm

(called ItemRank)



HITS algorithm

� The model proposed by Kleinberg is 
based on two concepts
– Hub pages
– Authority pages

� These are two categories of web pages
� These two concepts are strongly 

connected



HITS algorithm

Original algorithm
– A page’s authority score is proportional to the 

sum of the hub scores that link to it
– A page’s hub score is itself proportional to the 

sum of the authority scores that it links to

Application to collaborative recommendation
– A user’s score is proportional to the sum of the 

scores of the items rated by the user.
– An item’s score is itself proportional to the sum of 

the scores of the users that have rated this item



HITS algorithm
� Leading to the following iterative procedure

� Notice that to ensure the convergence of the iterative
procedure, we have to normalize the scores at each
step



PageRank algorithm
� To each web page we associate a score, xi

– The score of page i, xi, is proportional to the
weighted averaged score of the pages pointing to 
page i

Page i



PageRank algorithm

� A page with a high score is a page that
is pointed by
– many pages
– having each a high score

� Thus a page is an important
page if
– it is pointed by many, 

important, pages

Page i



PageRank

� Remember PageRank iterative
procedure:

where PRi is the vector containing the
pages’ scores at step i, B is a stochastic
matrix, 0 < α < 1, and 1N is a column
vector made of N ones.



ItemRank
Gori and Pucci 2006
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Cross-validation

� 10-fold cross-validation (using a training 
set and a test set)
� Each test set contains 10% of the ratings 

(10,000 ratings)
� The average result across all 10 trials is

computed
� In other words, we ‘hide’ some existing

links for the computation of the
recommendations (these hidden links 
form the test set)



Performance measures

� Mean Absolute Error (MAE)
� Precision
� Recall
� Degree of agreement
� etc.



Performance evaluation

For each user
1. take only the non-watched movies
2. rank them according to the corresponding algorithm
3. compute the performance measure between this ranking

and watched movies from the test set

Compute the average result

close to 1.01.0Ideal ranking

close to 0.00.5Random ranking

RecallDegree of agreement



Outline

� Introduction
� Typology of recommender systems
� Algorithms
� Validation
� Experimental results



Experimental results

� Results on the real MovieLens database
� 943 users, 1682 movies, 19 movie

categories
� 100,000 ratings

� Experiment: suggest movies to people
(for each algorithm the closest non-watched movie is
proposed first to the user)



Some results cach
e



Analyzing the results

� The best results overall are provided by 
‘Binary’, ‘Latent Class’, L+ (KCT), KRL, and
KMD.

� Laplacian-based kernels perform better than
adjacency-matrix based kernels

� Web-mining based algorithms (i.e., HITS and
ItemRank) provide poor results (as well as 
most random-walk algorithms).

� Link-analysis algorithms provide results
comparable to feature-based algorithms.
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