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Abstract—Consider a space $M$ endowed with two or more Lie group actions. Under a certain condition on the orbits of the Lie group actions, we show how to construct a flow on $M$ that projects to prescribed flows on the orbit spaces of the group actions. Hence, in order to design a flow that converges to the intersection of given orbits, it suffices to design flows on the various orbit spaces that display convergence to the desired orbits, and then to lift these flows to $M$ using the proposed procedure. We illustrate the technique by creating a flow for principal component analysis. The flow projects to a flow on the Grassmann manifold that achieves principal subspace analysis and to a flow on the “shape” manifold that converges to the set of orthonormal matrices.

I. INTRODUCTION

Given a symmetric positive-definite $n \times n$ matrix $A$, we say that a flow $\phi$ on the set $\mathbb{R}^{n \times p}$ of all the $n \times p$ real matrices achieves principal subspace analysis (PSA), if, for almost all initial conditions $X \in \mathbb{R}^{n \times p}$, the column space of the solution $\phi(t, X)$ converges to the $p$-dimensional invariant subspace (or eigenspace) of $A$ associated with the largest eigenvalues. If moreover the columns of the solution $\phi(t, X)$ converge to the $p$ principal eigenvectors of $A$, i.e., those corresponding to the largest eigenvalues, then the flow is said to achieve principal component analysis (PCA).

There is a vast literature on continuous-time flows that achieve computational tasks, spanning several areas of computational science. This includes, but is not limited to, linear programming [7], [8], [9], [17], continuous nonlinear optimization [16], [24], discrete optimization [21], [22], [38], [5], signal processing [6], [14], [11], model reduction [20], [39] and automatic control [20], [28], [19]. Applications in linear algebra, and especially in eigenvalue and singular value problems, are particularly abundant. Important advances in the area have come from the work on isospectral flows in the early 1980s [37], [13], [31]. Interest for studying continuous-time flows stems in part from the works of Ljung [25] and Kushner and Clark [23] relating the behavior of learning algorithms to the one of associated differential equations; see, e.g., Oja and Karhunen [34] for an application. As discussed in [2], another reason for considering continuous-time systems is that it is easier to enforce certain qualitative features on continuous-time systems than on discrete-time systems.

In order to obtain a suitable discrete-time algorithm, it is thus often advantageous to first produce a continuous-time algorithm, then attempt to discretize it correctly. Continuous-time systems are also of particular interest in tracking problems, when problem parameters change continuously over time. The task of the algorithm is here to follow a solution $y(t)$ of the problem $P(t)$ as time evolves.

Several continuous-time dynamical systems on matrix spaces (also called matrix flows) have been proposed in the literature that achieve PSA or even PCA; see [20], [10], [12], [29], [35], [27], [30] and the many references therein. Early analyses of PSA and PCA flows have focused on local stability issues without addressing the problem of global convergence in a mathematically satisfactory way. A breakthrough came with the analysis by Yoshizawa et al. [40] of the flow

$$
\dot{Y} = AYN - YNY^TAY, \ Y \in \mathbb{R}^{n \times p}.
$$

This flow was studied by Brockett [9] in the case where $Y$ belongs to the set of orthonormal $n \times n$ matrices; for the choice $N = I$ it yields the well-known Oja flow [33]. Assuming that $A$ is positive definite, Yoshizawa et al. [40] show that (1) is a gradient flow for a certain cost function on $\mathbb{R}^{n \times p}$ endowed with a well-chosen Riemannian metric. Using Łojasiewicz’s theorem [26], they show that all solutions of (1) converge to a single equilibrium point. A difficulty with gradient-based approaches, however, is the absence of a systematic procedure to detect whether a flow can be expressed as a gradient flow and to determine the corresponding cost function and metric.

In [1], a constructive procedure was proposed that yields a matrix flow with PSA and PCA properties. The key observation was that a flow $\phi$ on $\mathbb{R}^{n \times p}$ achieves PCA if and only if, for almost all initial points $Y_0$, the solution $Y(t) := \phi(t, Y_0)$ satisfies the following three conditions (we assume that the eigenvalues $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n$ of $A$ satisfy $\lambda_p > \lambda_{p+1}$): (i) the column space of $Y(t)$ converges to the dominant invariant subspace of $A$; (ii) $Y(t)$ converges to the set of orthonormal matrices or, equivalently stated, \(\lim_{t \to \infty} Y^T(t)Y(t) = I_p\); (iii) $Y^T(t)AY(t)$ converges to the set of diagonal matrices with nonincreasing diagonal entries. With a view to constructing a flow that satisfies these three conditions, it was shown in [1] that any dynamical system $\dot{Y} = X(Y)$ on the set $\mathbb{R}^{n \times p}$ ($p < n$) of all the $n \times p$ real matrices with full column rank, can be decomposed as

$$
\dot{Y} = X_1(Y) + X_2(Y) + X_3(Y),
$$

where the terms $X_2(Y)$ and $X_3(Y)$ are tangent to the submanifold $YGL(p) := \{YM : M \in GL(p)\}$ and the terms $X_1(Y)$ and $X_3(Y)$ are tangent to the submanifold...
Let $O(n)Y := \{UY : Y \in O(n)\}$. Note that $YGL(p)$ is the set of all the matrices that have the same column space as $Y$ and $O(n)Y$ is the set of all the matrices that have the same “shape” as $Y$. By carefully selecting $X_1(Y)$ and $X_2(Y)$, it was possible to obtain a flow that, for almost all initial points, converges to the set of matrices whose column space is the dominant subspace of $A$ and whose shape is orthonormal. This achieves conditions (i) and (ii) above. Finally, the term $X_3(Y)$ in $T_Y(YGL(p) \cap O(n)Y)$ was chosen to take care of condition (iii).

In this paper, we extend this constructive procedure to the more general setting of several (say, $k$) proper, principal Lie group actions on a manifold $M$. The condition that the Lie group actions be proper and principal ensures that the quotients of the manifold by the group actions are smooth manifolds. This makes it possible to first address the task of creating suitable vector fields on the orbit spaces to the new one on the main manifold. The methods aims to lift the convergence properties from the orbit spaces to the new manifold. The tool that we need is an equivariant Riemannian metric $h$ on $M$. A metric $h$ is equivariant with respect to the group operation if it commutes with the group actions, i.e., $gh(x) = h(gx)$ for all $x \in M$, $g \in G$. In particular, a vector field $X$ is called equivariant if $X(gx) = T\psi_g X(x)$ for all $x \in M$.

For a general Lie group action on a manifold $M$, the orbit space need not be a manifold. In fact, it can be very complicated. For example, any complete, smooth dynamical system can be viewed as a smooth action of $\mathbb{R}$ on the underlying space. If we restrict ourselves to proper, principal group actions, then the orbit space is a smooth manifold [15]. In this case, the manifold $M$ has the structure of a fiber bundle over the orbit space. The fiber through a point $x \in M$ is isomorphic to the homogeneous space $G/G_x$. For free group actions, one even has a principal fiber bundle, i.e., a neighborhood of a fiber is equivariant diffeomorphic to the product $G \times U$, for an open set $U \subset M/G$. For principal actions, fibers have a neighborhood equivariantly diffeomorphic to $G/G_x \times U$ [15]. In the remainder of this paper, we will only consider proper, principal group actions.

III. CONSTRUCTION OF VECTOR FIELDS WITH PARTIAL SYMMETRIES

Assume that a manifold $M$ with proper and principal group actions of Lie groups $G_1, \ldots, G_k$ is given. We will present a construction method which derives a vector field on $M$ from vector fields $X_1, \ldots, X_k$ on the orbit spaces $M/G_i$. The methods aims to lift the convergence properties from the vector fields on the orbit spaces to the new one on the main manifold. For this purpose the constructed vector field will have the partial symmetries $G_1, \ldots, G_k$ and its projections on the orbit spaces will coincide with $X_1, \ldots, X_k$.

Before introducing our construction method, we recall the notions of horizontal and vertical distributions of group actions as these are an essential tool for our approach. The natural projection $\pi$ of $M$ onto the orbit space $M/G$ is a submersion and defines the vertical distribution $V$ by $V(x) = \ker T_x \pi$. Note that the vertical distribution consists of the tangent spaces to the orbits of the group action. For lifting curves and vector fields from the orbit space to the manifold $M$, we need another distribution, a horizontal distribution $H$, satisfying the following conditions

- $H(x) \oplus V(x) = T_x M$ and
- $T_x \psi_g H(x) = H(gx)$ for all $g \in G$, $x \in M$ (equivariance).

Unlike the vertical distribution, the horizontal one is usually not unique. Note that by the slice theorem [15] there is always an equivariant Riemannian metric $h$ on $M$, i.e., $h(T\psi_g(x)v, T\psi_g(x)w) = h(v, w)$ for all $g \in G$, $x \in M$,
v, w ∈ T_q M. Hence, choosing the orthogonal complement of V with respect to h gives us always a horizontal distribution on M. Given a vector field X on M and a horizontal distribution H we can decompose X uniquely into a horizontal part \( X_H \) ∈ H and vertical part \( X_V \) ∈ V with \( X = X_H + X_V \). Furthermore, for a vector field \( \tilde{X} \) on \( M/G \), there exists a unique horizontal lift, depending on the horizontal distribution \( H_i \), to a vector field \( \tilde{X}_H \) on \( M \) with \( \tilde{X}_H(x) ∈ H(x) \) and \( Tπ\tilde{X}_H = \tilde{X} \). Unless stated otherwise, the vector fields we consider are always smooth.

We now recall the definition of partial symmetries for a vector field \( X \) on \( M \).”

**Definition 3.1:** Let \( M \) be a manifold and \( G \) a principal, proper group action. The action (or \( G \)) is a partial symmetry of a vector field \( X \) on \( M \) if there exists a horizontal distribution \( H \) such that

\[
X_H(gx) = T\psi_g(x)X_H(x)
\]

where \( X_H \) denotes the horizontal part of \( X \).

**Proposition 3.2:** The action of \( G \) is a partial symmetry of \( X \) if and only if there exists a vector field \( \tilde{X} \) on \( M/G \) such that the diagram

\[
\begin{array}{ccc}
M & \xrightarrow{X} & TM \\
\downarrow & & \downarrow Tπ \\
M/G & \xrightarrow{\tilde{X}} & T(M/G)
\end{array}
\]

commutes, \( π : M \to M/G \) the canonical projection.

**Proof:** See [32].

**Remark 3.3:** As a consequence of Proposition 3.2, we can use the horizontal space to lift a vector field \( \tilde{X} \) on the orbit space to a vector field \( X \) on \( M \) with partial symmetry \( G \). In fact, as \( T_q M \) is the direct sum of \( V(x) = \ker T_q π \) and \( H(x) \), there is a unique preimage \( X(x) \) of \( \tilde{X}(π(x)) \) in \( H(x) \). By the Proposition this vector field has the partial symmetry \( G \).

Recall that a vector field on \( M \) is **complete** if its integral curves are defined for all \( t ∈ \mathbb{R} \). Likewise a flow \( ϕ \) on \( M \) is called **complete** if it is defined for all \( t ∈ \mathbb{R} \).

**Proposition 3.4:** Let \( X \) be a complete vector field on \( M \) with partial symmetry \( G \). Then the flow \( ϕ \) of \( X \) induces a complete flow \( \tilde{ϕ} \) on \( M/G \) such that

\[
π ◦ ϕ(x, t) = \tilde{ϕ}(π(x), t)
\]

for all \( x ∈ M, t ∈ \mathbb{R}, π : M \to M/G \) the canonical projection. The flow \( \tilde{ϕ} \) is the flow of the induced vector field on \( M/G \) from Proposition 3.2.

**Proof:** Immediate.

By Remark 3.3 vector fields on the orbit spaces can be lifted to vector fields on the main manifold by using horizontal distributions for the group actions. However, as we want to construct a single vector field from vector fields on several different orbit spaces, we will need some additional compatibility conditions on the vertical and horizontal distributions.

Let \( M \) be a manifold with principal and proper group actions of the groups \( G_1, \ldots, G_k \). A local coordinate system \( τ \) for integrable distributions \( V_1, \ldots, V_m \) on \( M \) is a diffeomorphism \( τ : U \to N_1 × \ldots × N_k \), \( U \subset M \) open, \( N_i \) manifolds such that

\[
A_i = \cap_{j ∈ I(i)} τ^{-1}(c_j)
\]

is an integral manifold of \( V_i \) for all \( c_j ∈ N_j, j ∈ I(i) \) for suitable index sets \( I(i) \). Following [36] we call the vertical distributions \( V_i \) **simultaneously integrable**, if for any \( x ∈ M \) we have a neighborhood \( U(x) \) with local coordinates \( x_1, \ldots, x_n \) such that the integral manifolds of a \( V_i \) have the form

\[
x_l = \text{const} \quad l ∈ I(i)
\]

for suitable index sets \( I(i) ⊆ \{1, \ldots, n\} \) with \( \dim V_i \) elements. Note that simultaneous integrability implies the simultaneous integrability of sums of arbitrary intersections of the distributions.

For our construction method we will not require the simultaneous integrability of the vertical distributions directly. Instead we use a stronger transversality condition on the horizontal distributions.

**Condition 3.5:** Let \( G_1, \ldots, G_k \) be groups acting on the manifold \( M \) with horizontal distributions \( H_1, \ldots, H_k \). We will use the following condition:

1. (H) The horizontal distributions \( H_i \) are contained in the vertical distributions of the other actions, i.e.

\[
H_i \subset V_j \quad \text{for } i ≠ j.
\]

With this condition we propose the following construction method.

**Construction 3.6:** Let \( G_1, \ldots, G_k \) be groups with principal and proper group actions on the manifold \( M \) and with horizontal distributions \( H_1, \ldots, H_k \) satisfying (H). Then for arbitrary vector fields \( X_1, \ldots, X_k \) on the orbit spaces \( M/G_i \) and a vector field \( Y ∈ \cap_{i=1}^k V_i \) we construct a vector field \( X \) on \( M \) by

\[
X = Y + \sum_{i=1}^k X_{H_i},
\]

where \( X_{H_i} \) denotes the horizontal lift of \( X_i \).

The following proposition ensures that this construction makes sense. Furthermore, the condition (H) is both necessary and sufficient for our construction.

**Proposition 3.7:** Let \( G_1, \ldots, G_k \) be groups with principal and proper group actions on the manifold \( M \) and with horizontal distributions \( H_1, \ldots, H_k \). Then the following are equivalent

1. (H) holds.
2. For arbitrary vector fields \( X_1, \ldots, X_k \) on the quotient spaces \( M/G_i \) the vector field

\[
X = \sum_{i=1}^k X_{H_i}
\]

satisfies \( Tπ_i X = X_i \) for \( i = 1, \ldots, k \), \( π_i : M \to M/G_i \) the canonical projections, \( X_{H_i} \) the horizontal lift of \( X_i \).
Under this condition the group actions $G_i$ are partial symmetries of $X$. Furthermore, if $Y$ is a vector field with

$$Y \in \bigcap_{i=1}^{k} V_i,$$

then $X + Y$ has partial symmetries $G_1, \ldots, G_k$ and $T\pi_i(X + Y) = X_i$.

Proof: That (H) implies the condition on $X$ follows directly from the definition of the horizontal lift and the vertical distributions. Assume that (H) does not hold. We can restrict ourselves to the case of two group actions $G_1$, $G_2$ on $M$. W.l.o.g. $H_1 \not\subset V_2$. Then there exists an $x \in M$ and $v \in T_xM$, with $v \in H_1(x) \setminus V_2(x)$, in particular $v \neq 0$. Furthermore, there is a vector field $X_1$ on $M/G_1$ with $X_1(\pi_1(x)) = T_x\pi_1 v$. Its lift $X_{H_1}$ has the value $v$ at $x$. On $M/G_2$ we choose the vector field $X_2 \equiv 0$ with lift $X_{H_2} \equiv 0$. The projection of $X = X_{H_1} + X_{H_2}$ to $M/G_2$ at the point $\pi_2(x) \neq 0$ as $\ker T_x\pi_2 = V_2(x)$. Thus $T_x\pi_2 X(x) \neq X_2(x)$ and (H) is equivalent to condition 2. The remaining claims follow directly from the definitions.

Remark 3.8: If we would construct a vector field with symmetries, i.e., an equivariant one, instead of the one with partial symmetries, then the construction would be much more complicated. We would have to use compatibility conditions on the $X_i$ restricting our possible choices to a large extent. Take for example the additive group $\mathbb{R}$ operating on $\mathbb{R}^2$ by translations $\phi_1$, $\phi_2$ of the first and the second coordinate. With partial symmetries we can choose arbitrary vector fields on the orbit spaces, here in both cases $\mathbb{R}$, to construct a vector field on $\mathbb{R}^2$. If we would require that the constructed vector field is equivariant with respect to $\phi_1$ and $\psi_2$ then the only possible choice for vector fields on $\mathbb{R}$ would be the constant ones.

By construction, the sum $X$ induces the given vector fields $X_i$ on the orbit spaces. We now consider the structure of $X$ in local coordinates. For this we need some technical lemmas.

Lemma 3.9: Let $G_1, \ldots, G_k$ be groups acting principal and proper group actions on the manifold $M$, satisfying (H). We denote by $Q$ the distribution $\bigcap_{j=1}^{k} V_j$. Then

$$TM = Q \oplus \bigoplus_{j=1}^{k} H_j,$$

where $\oplus$ denotes the direct sum of distributions.

Proof: Let $L_i = \cap_{j=1}^{i} V_j$ for $i \in \{1, \ldots, k\}$. We show inductively that

$$TM = L_1 \oplus \bigoplus_{j=1}^{i} H_j.$$

As $L_1 = V_1$ we get from the definition of the vertical and horizontal distributions that $L_1 \oplus H_1 = TM$. Assume that the claim is shown for $i \in \{1, \ldots, k - 1\}$. By (H) we have that $\oplus_{j=1}^{i} H_j \subset V_{i+1}$. Thus $L_i + V_{i+1} = TM$. From

$$V_{i+1} = V_{i+1} \cap (L_i \oplus \bigoplus_{j=1}^{i} H_j) = (V_{i+1} \cap L_i) \oplus \bigoplus_{j=1}^{i} H_j = L_{i+1} \oplus \bigoplus_{j=1}^{i} H_j$$

and $H_{i+1} \oplus V_{i+1} = TM$ we get that

$$L_{i+1} \oplus \bigoplus_{j=1}^{i+1} H_j = TM.$$

This proves our claim.

Lemma 3.10: Let $G_1, \ldots, G_k$ be groups with principal and proper group actions on the manifold $M$, satisfying (H). We denote by $Q$ the distribution $\bigcap_{j=1}^{k} V_j$. Then $Q$ is integrable. Furthermore given local coordinates $\rho$ for $Q$, the function $\mu: x \mapsto (\pi_1(x), \ldots, \pi_k(x), \rho(x))$ is a local coordinate system for the $V_i$. In particular, the distributions $V_i$ are simultaneously integrable.

Proof: We denote by $\tilde{\mu}$ the map $x \mapsto (\pi_1(x), \ldots, \pi_k(x))$. As $\ker T_x\pi_i = V_i(x)$ for $i = 1, \ldots, k$ we have that $\ker T_x\tilde{\mu} = \cap_{i=1}^{k} V_i(x) = Q(x)$. By Lemma 3.9 the equation

$$\dim M = \dim Q + \sum_{i=1}^{k} \dim H_i$$

holds. This implies that $\text{rank} T_x\tilde{\mu} = \sum_{i=1}^{k} \dim(M/G_i)$. Thus $\tilde{\mu}$ is a submersion and $Q(x)$ is integrable. We consider now the function $\mu$ given in the Lemma. As $\mu = (\tilde{\mu}, \rho)$ and $\ker T_x\mu = Q(x)$ we have that $\ker T_x\mu = \{0\}$. From equation (2) it follows that $T_xM$ is an isomorphism. Thus $\mu$ must be a local diffeomorphism. Furthermore, the sets $\pi_i^{-1}(x_i), x_i \in M/G_i$ are the integral manifolds of the distributions $V_i$. Hence, $\mu$ is a local coordinate system for the $V_i$.

Proposition 3.11: Let $X$ be the vector field from Construction 3.6. Then $X$ is decoupled with respect to the group actions. That is, in suitable local coordinates, we have

$$X = \begin{pmatrix}
    f_1(x_1) \\
    f_2(x_2) \\
    \vdots \\
    f_k(x_k) \\
    f_{k+1}(x_1, \ldots, x_{k+1})
\end{pmatrix},$$

where $x_{k+1}$ are the coordinates of $\cap_{i=1}^{k} V_i$ and $x_i$, $i = 1, \ldots, k$ are the remaining coordinates given by $\pi_i$.

Proof: This is a direct consequence of Proposition 3.7 and Lemma 3.10.
IV. CONSTRUCTION OF A NEW PCA FLOW

In [1], a PCA flow was obtained using an ad hoc constructive approach. In this section, we revisit the results of [1] in the context of the general theory developed in Section III.

We consider two actions on $\mathbb{R}^{n \times p}$:

- the action $\psi_1(M,Y) = YM$ of GL$(p)$ by right multiplication
- and the action $\psi_2(U,Y) = UY$ of $O(n)$ by left multiplication.

The actions are both proper and $\psi_1$ is free. The isotropy groups of $\psi_2$ have the form

$$G_Y = Y(Y^T Y)^{-1}Y^T + Y_{\perp} O(n-p) Y_{\perp}^T$$

with $Y_{\perp}$ an orthonormal $n \times (n-p)$ matrix, $Y^T Y_{\perp} = 0$. Given an SVD $\Theta \Sigma \Omega = Y$ of $Y$, we see that $G_Y$ can be written as

$$G_Y = \Theta \left( \begin{array}{cc} I_p & 0 \\ 0 & O(n-p) \end{array} \right) \Theta^T$$

where $I_p$ is the $p \times p$ identity matrix. Hence, $\psi_2$ is principal.

The quotient space of $\psi_1$ is the Grassmann manifold Grass$(p,n)$ of $p$-dimensional subspaces of $\mathbb{R}^n$ as an orbit consists of all $n \times p$ matrices with the same span (see [3] for details). For $\psi_2$ we call the quotient space the shape manifold as the orbits of $\psi_2$ are given by matrices of the same shape, i.e., related by rotations.

For the construction of a flow on $\mathbb{R}^{n \times p}$ we have to choose the horizontal distributions such that the condition (H) holds.

The vertical distributions of the actions $\psi_1$ and $\psi_2$ are

$$V_1(Y) = \{YM | M \in gl(p)\},$$

where $gl(p) = \mathbb{R}^{p \times p}$ is the Lie algebra of $p \times p$ matrices, and

$$V_2(Y) = \{\Omega Y | \Omega^T = -\Omega\}$$

$$= \{Y_{\perp} K + Y(Y^T Y)^{-1}\Omega | K \in \mathbb{R}^{(n-p) \times p}, \Omega^T = -\Omega \in \mathbb{R}^{p \times p}\}.$$

We choose as horizontal distributions

$$H_1(Y) = \{W | Y^T W = 0\} = \{Y_{\perp} K | K \in \mathbb{R}^{(n-p) \times p}\}$$

and

$$H_2(Y) = \{Y(Y^T Y)^{-1}S | S^T = S\}.$$

It is easily checked that these distributions are indeed horizontal and satisfy (H).

We choose now the flows on the Grassmann and shape manifold with a view to lifting them to $\mathbb{R}^{n \times p}$. As our new flow should have PCA properties we choose a PSA flow on the Grassmann manifold. Let $f$ be the real-valued function on Grass$(p,n)$ induced by the generalized Rayleigh quotient $Y \mapsto \text{trace}((Y^T Y)^{-1/2}Y^T AY)$. The function $f$ is a Morse-Bott function and the gradient ascent flow with respect to the canonical Riemannian metric has PSA properties, see [29]. (Note that the authors consider only the compact Stiefel manifold, but the Grassmann manifold is just a quotient of the compact Stiefel and the function on the Stiefel manifold induces the function above on the Grassmann manifold. Hence, the results hold there, too.) The equilibria are the $p$-dimensional eigenspaces of $A$ and the eigenspaces of the largest eigenvalues constitute an asymptotically stable manifold. Furthermore, all other manifolds of equilibria are unstable. Lifting this vector field to $\mathbb{R}^{n \times p}$ gives us (see [4])

$$X_1(Y) = (I - Y(Y^T Y)^{-1/2}Y^T)AY.$$  (3)

On the shape manifold we choose the vector field whose lift on $\mathbb{R}^{n \times p}$ is

$$X_2(Y) = Y(Y^T Y)^{-1}((I_p - Y^T Y))$$  (4)

This vector field is hyperbolic with one asymptotically stable equilibrium, the equivalence class of orthogonal matrices. To see this, consider the function $v$ on the shape manifold induced by $\text{trace}((I_p - Y^T Y)(I_p - Y^T Y))$. One easily checks that $\dot{v} = -4v$ and $v(t)$ is strictly decreasing. Furthermore $v(\pi_2(Y)) \to \infty$ for $\text{trace}(Y^T Y) \to \infty$, $\pi_2$ the canonical projection on the orbit space of $\psi_2$. Let $Y = \Omega \text{diag}(\sigma_1,\ldots,\sigma_p)\Theta$ be an SVD of $Y \in \mathbb{R}^{n \times p}$ with $\sigma_1 \geq \ldots \geq \sigma_p > 0$ and $\text{diag}(\sigma_1,\ldots,\sigma_p)$ the $n \times p$ matrix with $\sigma_1,\ldots,\sigma_p$ on the diagonal. A simple calculation shows that

$$X_2(Y) = \Omega \text{diag}(\sigma_1^{-1} - 1,\ldots,\sigma_p^{-1} - 1)\Theta.$$  (5)

Denote by $\mathbb{R}^p$ the set $\{x \in \mathbb{R}^p | x = (x_1,\ldots,x_p), x_i \neq 0 \text{ for } i = 1,\ldots,p\}$. Using the over-parametrization $M = SO(n) \times \mathbb{R}^p \times SO(p)$ we can lift $X_2$ locally around $Y$ to $M$ by setting $X_2(\Omega,\sigma_1,\ldots,\sigma_p,\Theta) = (0,\sigma_1^{-1} - 1,\ldots,\sigma_p^{-1} - 1,0)$. If $\sigma_i < 1$ then the $\sigma_i$ values are locally increasing along the integral curve of $X_2$ through $(\Omega,\sigma_1,\ldots,\sigma_p,\Theta)$. As $X_2$ projects to $X_3$, the integral curves of $X_3$ are mapped on integral curves of $X_2$. Thus, if an singular value $\sigma$ is smaller than 1 then it is locally increasing along the integral curve of $X_2$. Therefore, the singular values along an integral curve can never converge to 0. Hence, the integral curves are never moving into the set of singular $n \times p$ matrices. Note that the singular values on an orbit of $\psi_2$ are constant. Thus, by the properties of $v$ described above, all integral curves on the orbit space of the $\psi_2$ action are defined on the interval $(0,\infty)$. Therefore, as $\dot{v} = -4v$, $v$ converges exponentially to 0 on all integral curves. Hence, the orthogonal shape as the single equilibrium is asymptotically stable with the whole manifold $\mathbb{R}^{n \times p}$ as region of attraction.

As the intersection of the vertical distributions $V_1 \cap V_2$ is not trivial, we have third choice for the construction of our new vector field. We use it to enforce PCA properties of the flow, as the flow on the Grassmannian gives only PSA properties. The distribution $V_3 \cap V_2$ is the vertical distribution of a third action on $\mathbb{R}^{n \times p}$, the action $\psi_3(U,Y) = Y(Y^T Y)^{-1/2}U(Y^T Y)^{1/2}$ of $O(p)$. Hence, we have to smoothly choose vector fields on the orbits of this action to give us convergence of the integral curves to matrices of eigenvectors of $A$. To achieve this we use the vector field

$$X_3(Y) = Y(Y^T Y)^{-1}[Y^T AY, N],$$  (6)
where $[A, B] = AB - BA$ and $N = \text{diag}(p, \ldots, 1)$. The choice is justified by the following lemma.

**Lemma 4.1:** Let $A \in \mathbb{R}^{n \times n}$ be symmetric. Let $V \in \mathbb{R}^{n \times p}$ be an orthonormal matrix which spans a $p$-dimensional eigenspace of $A$. Then the set $VO(p)$ is invariant under $X_3$ and, writing $Y = VQ$, we obtain the vector field

$$
\dot{X}_3(Q) = Q[Q^T V^T AVQ, N]
$$

on $O(p)$. This is the gradient vector field of the Morse-Bott function $-\text{trace}(Q^T V^T AVQ)$ and for the equilibria $U$ the matrix $VU$ consists only of eigenvectors of $A$. The eigenvectors in the stable eigenspace are sorted by decreasing eigenvalues.

**Proof:** This is a direct consequence of the behavior of the double bracket flow, see e.g. [20, 2.1]. Note that for the stability [20, 2.1] consider only $A$ with distinct eigenvalues. In the general case an approximation argument gives that the equilibria with sorted eigenvectors as above are stable. The lack of stability for equilibria with other orders can be seen by applying a rotation to two subsequent eigenvectors with increasing eigenvalues.

Using Construction 3.6 we get

$$
X(Y) = X_1(Y) + X_2(Y) + X_3(Y)
$$

(PCSA) as a vector field with partial symmetries $\psi_1, \psi_2$. In summary, we have obtained the matrix differential equation

$$
\dot{Y} = (I - Y(Y^T Y)^{-1} Y^T)AY + Y(Y^T Y)^{-1}(I_p - Y^T Y)Y + Y(Y^T Y)^{-1}[Y^T AY, N].
$$

(8)

The following convergence results were obtained in [1].

**Theorem 4.2:** Let $A$ be an $n \times n$ symmetric matrix (not necessarily positive definite) with eigenvalues $\lambda_1 \geq \ldots \geq \lambda_n$ and associated orthonormal eigenvectors $v_1, \ldots, v_n$. Let $V = [v_1|\ldots|v_p]$. Let $N = \text{diag}(p, \ldots, 1)$. Consider the dynamics (8) with full-rank $n \times p$ initial condition $Y(0) = Y_0 \in \mathbb{R}^{n \times p}$. Then

(i) $Y(t)Y^T(t) \to I_p$ as $t \to +\infty$.

(ii) The flow (8) induces a subspace flow, i.e., $\text{span}(Y(t))$ only depends on $\text{span}(Y(0))$.

(iii) There exists an eigenspace $S$ of $A$ such that $\text{span}(Y(t)) \to S$ as $t \to +\infty$.

(iv) The eigenspace $S$ is asymptotically stable for the induced subspace flow if and only if it is the unique $p$-dimensional rightmost eigenspace of $A$ (the $p$-dimensional rightmost eigenspace is the invariant subspace of $A$ associated with the rightmost eigenvalues on the real line). $S$ is unstable if it is not a rightmost eigenspace of $A$.

Now assume that $\lambda_1 > \ldots > \lambda_{p+1}$.

(v) The set $VO_p = \{VQ : Q^T Q = I_p\}$ is invariant with respect to (8). If the initial condition $Y_0$ is in $VO_p$, then $Y(t)$ converges to an orthonormal matrix $\hat{V}$ whose columns are eigenvectors of $A$. The equilibrium point $\hat{V}$ is stable conditionally to $VO_p$ if and only if $\hat{V} = V \text{diag}(\pm 1, \ldots, \pm 1)$.

(vi) If $\text{span}(Y(t))$ converges to the rightmost eigenspace (stable case), then $Y(t)$ converges to $VP$ where $P$ is a signed permutation matrix. Only the matrices $V\text{diag}(\pm 1, \ldots, \pm 1)$ are stable equilibrium points of (8).

**V. CONCLUSION AND FUTURE WORK**

The main purpose of this paper has been to present the partial-symmetry construction procedure (Construction 3.6) in the most general Lie group setting, and to illustrate it on a PCA flow. We will present elsewhere new tools, based on normal hyperbolicity, for analyzing the convergence of flows thus constructed. In particular, it possible to relax the assumption in Theorem 4.2 that the first $p$ eigenvalues are simple.
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