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Numerical Linear Algebra (NLA) problems

≡

Optimization on Manifold problems.
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Problem 1 : Minor Eigenvector Computation

Given n× n matrix A = AT with (unknown)

eigen-decomposition

A [v1| . . . |vn] = [v1| . . . |vn] diag(λ1, . . . , λn)

[v1| . . . |vn]
T [v1| . . . |vn] = I, λ1 < λ2 ≤ . . . ≤ λn.

The problem is to compute the minor eigenvector ±v1.
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Problem 1 as optimization problem on the unit sphere

Rayleigh quotient cost function:

f : Sn−1 → R : y 7→ yTAy,

where Sn−1 is the unit sphere {y ∈ Rn : yT y = 1}.

Useful properties:

• The stationary points of f are the eigenvectors of A.

• The local (and global) minima of f are ±v1.
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Problem 1 as optim problem on the projective space

Rayleigh quotient cost function:

f : RPn−1 → R : span(y) 7→
yTAy

yT y
,

where RPn−1 is the real projective space,

RPn−1 = {span(y) : y ∈ Rn \ {0}}.

Useful properties:

• The stationary points of f are the “eigendirections” of A.

• The local (and global) minimum of f is span(v1).

6



Problem 2 : Minor Eigenspace Computation

Given n× n matrix A = AT with (unknown)

eigen-decomposition

A [v1| . . . |vn] = [v1| . . . |vn] diag(λ1, . . . , λn)

[v1| . . . |vn]
T [v1| . . . |vn] = I, λ1 ≤ . . . ≤ λp < λp+1 ≤ . . . ≤ λn.

The problem is to compute the minor p-dimensional eigenspace

span(v1| . . . |vp).
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Problem 2 as optimization problem on Grassmann

Rayleigh quotient cost function:

f : Grass(p, n)→ R : span(Y ) 7→ trace(Y TAY (Y TY )−1),

where the Grassmann manifold Grass(p, n) is the set of

p-dimensional subspaces of Rn.

Useful properties:

• The stationary points of f are the eigenspaces of A.

• The local (and global) minimum of f is span(v1| . . . |vp).

8



Problem 3 : Minor Eigenspace of Matrix Pencil

Given n× n matrix pencil (A,B), A = AT , B = BT Â 0 with

(unknown) eigen-decomposition

A [v1| . . . |vn] = B [v1| . . . |vn] diag(λ1, . . . , λn)

[v1| . . . |vn]
T [v1| . . . |vn] = I, λ1 < λ2 ≤ . . . ≤ λn.

Given integer p with 0 < p < n.

The problem is to compute the minor p-dimensional eigenspace

span(v1| . . . |vp).
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Problem 3 as optimization problem on Grassmann

Rayleigh quotient cost function:

f : Grass(p, n)→ R : span(Y ) 7→ trace(Y TAY (Y TBY )−1),

where Grass(p, n) is the set of p-dimensional subspaces of Rn.

Useful properties:

• The stationary points of f are the eigenspaces of (A,B).

• The local (and global) minimum of f is span(v1| . . . |vp).
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Numerical linear algebra problems

Several problems in numerical linear algebra can be expressed

as finding a minimizer of a well-chosen cost function on a

certain manifold. Examples:

• Full EVD. Full SVD.

• Extreme partial EVD, SVD.

• Balanced factorization.

• Low rank approximation.

• Joint approximate diagonalization.

• ...

See Helmke and Moore [HM94], Lippert and Edelman [LE00]

and references therein.
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Manifolds: generalities

Roughly speaking, a manifold is a set that looks locally like Rn.

Local mappings from the manifold to Rn are called charts, and

the inverse mappings are called parameterizations or systems of

coordinates.

A Riemannian manifold is a manifold with a inner product on

the tangent spaces, that varies in a smooth way.

References: do Carmo [dC92], Boothby [Boo75]...
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Manifolds:generalites (cont’d)

The following manifolds are involved in the differential

geometric approach to numerical linear algebra problems:

• Orthogonal group.

• Stiefel manifold: n× p orthonormal matrices.

• Grassmann manifold: p-dimensional subspaces in Rn.

• Oblique manifold: matrices with normalized columns.

• Ellipsoids: {Y ∈ Rn×p : Y TRY = I}.

• Products of these manifolds.

All these manifolds can be turned into Riemannian manifolds

by smoothly defining an inner product on the tangent spaces.
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Structure of the cost functions

Many cost functions related to linear algebra problems have:

• one or a few local minima which are also global minima,

• several other stationary points (i.e., critical points) that

are either saddle points or local maxima.

We assume that only local minima are sought, although the

other stationary points are sometimes interesting, too.

Manifold

R
Saddle point

Local minimum

Local maximum
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Optimization on Manifold

approach to

Principal/Minor Component Analysis

(PCA/MCA)
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Outline (Part 1)

Numerical Linear Algebra (NLA) problems

≡

Optimization on Manifold problems.

• Motivating example: Minor Component Analysis.

• ‘Conventional’ methods: simple vector iterations.

• ‘Unconventional’ methods: optimization on manifold (here,

the sphere).

• Need for a more efficient method with detailed convergence

analysis.

16



Motivating problem : Minor Eigenvector Computation

Given n× n matrix A = AT with (unknown)

eigen-decomposition

A [v1| . . . |vn] = [v1| . . . |vn] diag(λ1, . . . , λn)

[v1| . . . |vn]
T [v1| . . . |vn] = I, 0 < λ1 < λ2 ≤ . . . ≤ λn.

The problem is to compute the minor eigenvector ±v1.
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Outline (Part 1)

Numerical Linear Algebra (NLA) problems

≡

Optimization on Manifold problems.

• Motivating example: Minor Component Analysis.

• ‘Conventional’ methods: simple vector iterations.

• ‘Unconventional’ methods: optimization on manifold (here,

the sphere).

• Need for a more efficient method with detailed convergence

analysis.
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Simple vector iterations: Inverse Iteration

yk+1 =
A−1yk
‖A−1yk‖

Properties:

• Global convergence to {±v1, . . . ,±vn}.

• Stable convergence to ±v1 only.

• Local linear convergence, with ratio λ1

λ2
.

Exemple: n = 100, λi = i/n (evenly spaced eigenvalues on

(0, 1]). Then λ1

λ2
= 0.5.

Possible evolution: error(1)=0.1, error(2)=0.05,

error(3)=0.0025,...,error(27)' 1.4 · 10−9.

• Computing a new iterate is expensive.
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Simple vector iterations: Rayleigh Quotient Iteration (RQI)

ρk =
yTk Ayk

yTk yk

yk+1 =
(A− ρkI)

−1yk
‖(A− ρkI)−1yk‖

Properties:

• Converges to “nearest” eigenvector.

• Cubic local convergence.

Possible evolution: error(1)=0.1, error(2)= 10−3,

error(3)= 10−9.

• Computing a new iterate is expensive.
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Simple vector iterations : illustrations

InvIt RQI

v2v1

v3

v1 v2

v3
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The ideal minor component algorithm

Given A = AT Â 0, with eigenvalues 0 < λ1 ≤ . . . λn and

associated eigenvectors v1, . . . , vn.

1. Convergence to some eigenvector for all initial conditions.

2. Stable convergence to the minor eigenvector ±v1 only.

3. Superlinear (cubic) local convergence to ±v1.

4. No factorization of A.

Matrix A only utilized as operator x 7→ Ax.

5. Minimal storage space required.
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Outline (Part 1)

Numerical Linear Algebra (NLA) problems

≡

Optimization on Manifold problems.

• Motivating example: Minor Component Analysis.

• ‘Conventional’ methods: simple vector iterations.

• ‘Unconventional’ methods: optimization on manifold (here,

the sphere).

• Need for a more efficient method with detailed convergence

analysis.
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MCA as optimization problem on the unit sphere

Rayleigh quotient cost function:

f : Sn−1 → R : y 7→ yTAy,

where Sn−1 is the unit sphere {y ∈ Rn : yT y = 1}.

Useful properties:

• The stationary points of f are the eigenvectors of A.

• The local (and global) minima of f are ±v1.
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Available optimization methods on manifolds

A few references: Gabay [Gab82], Udrişte [Udr94],

Smith [Smi94], Edelman et al. [EAS98], Manton [Man02].

It seems that all currently available methods on manifolds are

either

• globally convergent but slow (linear), for example gradient

descent methods; or

• fast but not (provably) globally convergent, for example

the Newton method.

Moreover, exact Newton steps are expensive to compute.
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Requirements on the optimization method

To achieve the “ideal minor component method”, we need an

optimization method with the following properties:

1. Global convergence to stationary points.

2. Stable convergence to local minima only.

3. Superlinear local convergence.

4. No factorization of the Hessian.

5. Minimal storage space needed.
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Outline (Part 1)

Numerical Linear Algebra (NLA) problems

≡

Optimization on Manifold problems.

• Motivating example: Minor Component Analysis.

• ‘Conventional’ methods: simple vector iterations.

• ‘Unconventional’ methods: optimization on manifold (here,

the sphere).

• Need for a more efficient method with detailed convergence

analysis.
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In Rn: Yes!

TRUST-REGION METHOD

where the trust-region subproblems are solved with a

TRUNCATED CONJUGATE-GRADIENT

algorithm.
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Riemannian Trust-Region (RTR) method

and application to

Principal/Minor Component Analysis

(PCA/MCA)
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Principle of Trust-Region (TR) in Rn

1. Consider a cost function f in Rn. Let xk be the current iterate.

2. Build a model mk(s) of f around xk. The model should agree to

f at xk to the first order at least, and to the second order if

superlinear convergence is sought.

3. Find (up to some precision) a minimizer sk of the model within

a “trust-region”, i.e., a ball of radius ∆k around xk.

4. Compute the ratio

ρ =
f(xk)− f(xk + sk)

mk(0)−mk(sk)

to compare the actual value of the cost function at the proposed

new iterate with the value predicted by the model.
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Principle of Trust-Region (TR) in Rn (cont’d)

5. Shrink, enlarge or keep the trust-region radius according to the

value of ρ.

6. Accept or reject the proposed new iterate xk + sk according to

the value of ρ.

7. Increment k and go to step 2.

For more detail, see e.g. [NW99, CGT00].
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Principle of Trust-Region (TR) in Rn

f (x)

xk x

mxk
(x− xk)∆k
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Principle of Trust-Region (TR) in Rn

f (x)

xxk+1

∆k+1

mxk+1
(x− xk+1)
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Principle of truncated CG (tCG)

xk

Trust region at k

Level curves of mxk

s1
k

s2
k
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Stopping criterion for tCG

Reasons for stopping tCG (inner iteration):

• The line-search algorithm hits the trust-region boundary.

(This happens in particular when the model has a negative

curvature along the current direction of search.)

• The norm of the residual has become sufficiently small.

Criterion:

‖rj‖ ≤ ‖r0‖min(‖r0‖
θ, κ).

Note that rn = 0 in exact arithmetic (theory of linear CG).

−→ Expected order of convergence:

min{θ + 1, 2}.
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Trust-region methods on Riemannian manifolds: difficulties

In general, coordinates systems can be scaled without

restriction: If φ is a chart, then αφ is still a chart, with α ∈ R.

φ1

φ2

U1

U2
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Trust-region methods on Riemannian manifolds: remedies

To define a notion of trust-region on Riemannian manifolds,

one has to use charts with some “rigidity” property.

To assign a “locally rigid” chart to any point on a manifold M ,

we use the concept of retraction introduced (?) in Adler et

al. [ADM+02].
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Trust-region methods on Riemannian manifolds: remedies (cont’d)

Concept of retraction:

M

TxM

x

Rx

x-lift

1. Rx is defined and one-to-one in a neighbourhood of 0x in

TxM .

2. Rx(0x) = x.

3. DRx(0x) = idTxM , the identity mapping on TxM , with the

canonical identification T0xTxM ' TxM .
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Trust-region methods on Riemannian manifolds: remedies (cont’d)

Retraction as a mapping from the tangent bundle TM to M .

R

M

TM

41



Trust-region methods on Riemannian manifolds

1. Given: smooth manifold M ; Riemannian metric g; smooth

cost function f on M ; retraction R from the tangent

bundle TM to M ; current iterate xk.

1b. Lift up the cost function to the tangent space TxM :

f̂x = f ◦Rx.

2. Build a model mk(s) of f̂x around xk.

3. Find (up to some precision) a minimizer sk of the model

within a “trust-region”, i.e., a ball of radius ∆k around xk.
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Trust-region methods on Riemannian manifolds (cont’d)

4. Compute the ratio

ρ =
f(xk)− f(Rxk

sk)

mk(0)−mk(sk)

(note the presence of Rxk
!) to compare the actual value of

the cost function at the proposed new iterate with the

value predicted by the model.

5. Shrink, enlarge or keep the trust-region radius according to

the value of ρ.

6. Accept or reject the proposed new iterate Rxk
sk according

to the value of ρ.

7. Increment k and go to step 2.
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Solving the TR subproblem: truncated CG

• Start from the point s0 = 0.

• Compute the first search direction δ0 = −grad f(xk).

• Minimize the model mk(s) along δ0 within the trust region.

This yields s1. If the boundary is reached, then stop.

• Compute the conjugate-gradient direction δ1.

• Minimize the model along s1 + αδ2. If the boundary if

reached, then stop.

• ... Repeat the procedure until some stopping criterion is

satisfied, and return sk := sj .

Stopping criteria are based on the norm of the residual

∇mk(s
j).
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Principle of TR on Riemannian manifold

xk

Rxk

0 ∈ Rn

R

f̂xk
(s) := f (Rxk

(s))

M

Txk
M
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Required ingredients for Riemannian TR

• Manifold M , Riemannian metric g, and cost function f on

M .

• Practical expression for Txk
M .

• Retraction Rxk
: Txk

M →M .

• Function f̂xk
(s) := f(Rxk

(s)).

• Gradient grad f̂xk
(0).

• Hessian Hess f̂xk
(0).
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Global convergence result

Let {xk} be a sequence of iterates generated by the RTR

algorithm with ρ′ ∈ (0, 14). Suppose that f is C2 and bounded

below on the level set {x ∈M : f(x) < f(x0)}. Suppose that

‖grad f(x)‖ ≤ βg and ‖Hess f(x)‖ ≤ βH for some constants βg,

βH , and all x ∈M . Moreover suppose that

‖D
dt

d
dt
Rtξ‖ ≤ βD (1)

for some constant βD, for all ξ ∈ TM with ‖ξ‖ = 1 and all

t < δD, where
D
dt

denotes the covariant derivative along the

curve t 7→ Rtξ. Further suppose that all approximate solutions

sk of the trust-region subproblems produce a decrease of the

model that is at least a fixed fraction of the Cauchy decrease.
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Global convergence result (cont’d)

It then follows that

lim
k→∞

grad f(xk) = 0.

And only the local minima are stable (the saddle points and

local maxima are unstable).
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Local convergence result

Consider the RTR-tCG algorithm. Suppose that f is a C2 cost

function on M and that

‖Hk −Hess f̂xk
(0k)‖ ≤ βH‖grad f(xk)‖. (2)

Let v ∈M be a nondegenerate local minimum of f , (i.e.,

grad f(v) = 0 and Hess f(v) is positive definite). Further

assume that Hess f̂xk
is Lipschitz-continuous at 0x uniformly in

x in a neighborhood of v, i.e., there exist β1 > 0, δ1 > 0 and

δ2 > 0 such that, for all x ∈ Bδ1(v) and all ξ ∈ Bδ2(0x), it holds

‖Hess f̂xk
(ξ)−Hess f̂xk

(0xk
)‖ ≤ βL2‖ξ‖. (3)
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Local convergence result (cont’d)

Then there exists c > 0 such that, for all sequences {xk}

generated by the RTR-tCG algorithm converging to v, there

exists K > 0 such that for all k > K,

dist(xk+1, v) ≤ c (dist(xk, v))
min{θ+1,2}, (4)

where θ governs the stopping criterion of the tCG inner

iteration.
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Trust-region on the sphere

xk

Txk
Sn−1

Rxk

0 ∈ Rn

R

f̂xk
(s) := f (Rxk

(s))

Sn−1
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Trust-region for extreme SGEVP: principles

Given: n× n symmetric matrices A and B, with B º 0.

Problem: compute the ‘leftmost’ eigenvector v1 of pencil

(A,B).

Ingredients of the Riemannian trust-region method:

1. Manifold: M = {y ∈ Rn : yTBy = 1} = {y : ‖y‖B = 1}.

2. Tangent space: TyM = {z : yTBz = 0}.

3. Metric: gy(za, zb) = zTa zb.

4. Retraction: Ry(z) = (y + z)/‖y + z‖B.

5. Cost function: f : {y : ‖y‖B = 1} → R : y 7→ yTAy
yTBy

.

Underlying fact: v1 = argmin f(y).
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Trust-region for extreme SGEVP: details

Lifted cost function:

f̂y(s) = f(Ry(s)) = f
(

y+s
‖y+s‖B

)

= (y+s)TA(y+s)
(y+s)TB(y+s)

, yTBs = 0.

Let 〈u, v〉 = uT v denote the classical inner product on Rn, and

let P denote the orthogonal projector onto {s : yTBs = 0},

that is

P = I −By(yTB2y)−1yTB. (5)
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Trust-region for extreme SGEVP: details

One has:

f̂y(s) =
yTAy

yTBy
+ 2

yTAs

yTBy

+
1

yTBy

(

sTAs−
yTAy

yTBy
sTBs

)

+O
(

‖s‖3
)

= f(y) + 2〈PAy, s〉

+
1

2
〈2P (A− f(y)B)Ps, s〉+O

(

‖s‖3
)

.
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Trust-region for extreme SGEVP: details

The second order approximation of f̂y(s) is thus

my(s) = f(y)+2〈PAy, s〉+
1

2
〈P (A−f(y)B)Ps, s〉, yTBs = 0.

(6)

Exact trust-region method: compute

s∗ = argmingy(s,s)≤∆2 my(s) (yTBs = 0).

Inexact trust-region: compute an approximate solution s̃ using

truncated CG.

Update: y+ = Ry(s̃) = (y + s̃)/‖y + s̃‖B.
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Trust-region for BLOCK extreme SGEVP: principles

Given: n× n symmetric matrices A and B, with B º 0.

Problem: compute the ‘leftmost’ eigenvectors v1, . . . , vp of

pencil (A,B).

Ingredients of the Riemannian trust-region method:

1. Manifold: M = {p− dimensional subspaces of Rn}

(Grassmann manifold).

2. Representations: Y represented by any

Y ∈ Rn×p : span(Y ) = Y.

3. Tangent space: formally, TYM = {Z ∈ Rn×p : Y TBZ = 0}.

4. Metric: formally, gY (Za, Zb) = trace
(

(Y TBY )−1ZT
a Zb

)

.
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5. Retraction: formally, RY (Z) = (Y + Z)M , where arbitrary

M serves for normalization.

6. Cost function: formally,

f(Y ) = trace
(

(Y TBY )−1(Y TAY )
)

.

Underlying fact: [v1| . . . |vp]M minimizes f(Y ) for all M

invertible.
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Trust-region for BLOCK extreme SGEVP: details

Lifted cost function:

f̂Y (Z) = f(RY (Z)) = trace

(

(

(Y + Z)TB(Y + Z)
)−1 (

(Y + Z)TA(Y + Z)
)

)

= trace
(

(Y T
BY )−1

Y
T
AY

)

+ 2trace
(

(Y T
BY )−1

Z
T
AY

)

+ trace
(

(Y T
BY )−1

Z
T
(

AZ −BZ(Y T
AY )

))

+HOT

= trace
(

(Y T
BY )−1

Y
T
AY

)

+ 2trace
(

(Y T
BY )−1

Z
T
PBY,BY AY

)

+ trace
(

(Y T
BY )−1

Z
T
PBY,BY

(

AZ −BZ(Y T
AY )

))

+HOT,

where PBY,BY = I −BY (Y TB2Y )−1Y TB.
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Trust-region for BLOCK extreme SGEVP: details

The second order approximation of f̂Y (Z) is thus

mY (Z) = f(Y ) + gY (grad f(Y ), Z) +
1

2
gY (HY Z,Z)

= trace
(

(Y TBY )−1Y TAY
)

+ 2trace
(

(Y TBY )−1ZTAY
)

+ trace
(

(Y TBY )−1ZT
(

AZ −BZ(Y TBY )−1Y TAY
))

.

Exact trust-region method: compute

Z∗ = argmingY (Z,Z)≤∆2 mY (Z) (Y TBZ = 0).

Inexact trust-region: compute an approximate solution Z̃ using

truncated CG.

Update: Y+ = RY (Z̃) = (Y + Z̃)M .
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Properties of the algorithm

Algorithm: Riemannian Trust-Region method on the sphere

with truncated-CG algorithm for minimizing the Rayleigh

quotient.

Properties:

1. For all initial conditions, {yk} converges to an eigenvector.

2. Only the minor eigenvector ±v1 is stable.

3. Superlinear rate, with exponent min{θ + 1, 3}.

4. No factorization of A.

5. Minimal storage space needed (CG process).
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Link with Basic TraceMin

Basic Tracemin computes

Z∗ = argmin trace(Y + Z)TA(Y + Z), Y TBZ = 0.

Notice that

trace(Y + Z)TA(Y + Z)

= trace
(

(Y TBY )−1Y TAY
)

+ 2trace
(

(Y TBY )−1ZTAY
)

+trace
(

(Y TBY )−1ZTAZ
)

.

Useful property: with Y+ := (Y + Z)M , one has

trace
(

(Y T
+BY+)

−1Y T
+AY+

)

≤ trace
(

(Y TBY )−1Y TAY
)

.

But superlinear convergence is lost → dynamic shift strategy.
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Link with “pure” Newton method

Remove the trust-region aspect and define the next iterate as

Y+ = (Y + Z?)M

where Z? solves the Newton equation

DmY (Z
?) = 0,

that is

PBY,BY
(

AZ −BZ(Y TAY )
)

= −PBY,BYAY.

In the JD framework, this is called the Jacobi equation. Actually, it

is just a (Grassmann-)Newton equation; see Edelman et al. [EAS98].

Global convergence to minor eigenspace is lost.
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Davidson acceleration

Much like the pure Newton method and the Tracemin algorithm,

the RTR-tCG approach lends itself to Davidson subspace

acceleration enhancement. The subspace is appended with the

RTR-tCG update vector Z̃.

Numerical experiments in progress.
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Towards unification

The above-metioned (inexact-)Newton-like methods differ along the

following lines:

1. Choice of shifts (Ritz shifts in exact Newton equation).

2. Stopping criterion for inner iteration.

3. Davidson acceleration enhancement.

4. Preconditioning.
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Review of Newton-like methods for extreme EVP

• Pure Newton: Ritz shifts, exact solve, preconditioning irrelevant.

• RTR-tCG: Ritz shifts, tCG inner stopping criterion.

• Dynamic tracemin: Ritz shifts pushed to the left, dynamic inner

stopping criterion.

• JD: various shifts (usually Ritz values), various inner stopping

criteria (usually a fixed number of inner iterations), Davidson

acceleration.

• Lanczos (?): shifts irrelevant, only one step of inner solve (i.e.,

use RHS), subspace acceleration.
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Tentative classification of methods for extreme EVP

The following classification is inspired from Arbenz and

Lehoucq [AL03].

1. Inexact-Newton-based methods (optimize successive

models of the Rayleigh quotient).

2. Nonlinear-CG-based methods for optimizing the Rayleigh

quotient.

3. Lanczos-based methods (build Krylov subspaces and

restart with best approximation from the subspace).

Apparently, most methods clearly fall within one category.
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Classification: Newton methods

• ‘Pure’ Newton method on manifolds for the Rayleigh quotient:

Smith [Smi94], Edelman, Arias and Smith [EAS98], Lundström

and Eldén [LE02].

• Dynamic Tracemin of Sameh, Wisniewski and

Tong [SW82, ST00]: Newton method with “shifted Ritz shifts”.

• Jacobi-Davidson of Fokkema, Sleijpen, van der Vorst: see,

e.g., [FSvdV98, SvdVM98].

• Vast and recent literature on inexact Newton and inverse

iteration: [SP99, GY00, SE02, Not03, KN03]...

• Notay [Not02]: Newton, CG inner iteration, Davidson

acceleration.
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Classification: nonlinear CG

• Early work of Bradbury and Fletcher [BF66].

• Longsine and McCormick [LM80].

• Deflation-accelerated (nonlinear) CG (DACG) of

Ganbolati, Pini and collaborators [GSF92, BGP97].

• Knyazev’s Locally Optimal Block Preconditioned

(nonlinear) CG (LOBPCG) [Kny01].
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Classification: Lanczos methods

• Cullum and Donath [CD74a, CD74b], Golub and

Underwood [GU77]: block Lanczos algorithms for the

standard EVP.

• Scott [Sco81]. Restarted Lanczos method for the

generalized eigenproblem, superlinear convergence, without

matrix inversion. But the storage space becomes very large

to ensure superlinear convergence. No proof of convergence.

• Golub and Ye [GY02]. Restarted Lanczos method for the

generalized eigenproblem. But linear convergence (unless

ideal preconditioning).

• ... (many other references)
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Outline (Part 2)

• Trust-region in Rn.

• Trust-region on Riemannian manifolds.

– Description.

– Convergence analysis.

• Application: Extreme Component Analysis.

– Algorithm details.

– Links with other methods.

– Numerical experiments.
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Numerical experiments: exact simple tracemin, RQI, RTR
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Distance to target versus number of outer iterations.

Simple symmetric positive-definite eigenvalue problem.
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Numerical experiments: exact simple tracemin, RQI, RTR
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Simple symmetric positive-definite eigenvalue problem.
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Numerical experiments: RTR vs Krylov [GY02]
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Symmetric/positive-definite generalized eigenvalue problem.
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Numerical experiments: RTR vs Lanczos (p > 1)
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Block version, standard symmetric eigenvalue problem.
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Conclusion (I)

Trust-region method on Riemannian manifolds.

1. Convergence to stationary points for all initial conditions.

2. Stable convergence to the nondegenerate local minima.

3. Superlinear local convergence to the nondegenerate local

minima.

4. Approximate Hessian H only utilized as operator s 7→ Hs.

5. Minimal storage space required.
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Conclusion (II)

The “ideal” minor component algorithm

1. Convergence to some eigenvector for all initial conditions.

2. Stable convergence to the leftmost/rightmost eigenvector

only.

3. Superlinear local convergence to ±v1.

4. Matrix A only utilized as operator x 7→ Ax:

• No exact system solve with matrix A.

• No factorization of A.

5. Minimal storage space required.
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Current work and challenges

• Hybrid, “cross-classification” methods: Newton, nonlinear

CG, Krylov.

• Go for interior eigenvalues.

• Nonsymmetric eigenvalue problem.

• Quadratic eigenvalue problem.
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