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Abstract

A mixed model is a flexible tool for joint modelling purposes, especially when the

gathered data are unbalanced. However, computational problems due to the dimension

of the joint covariance matrix of the random effects arise as soon as the number of

outcomes and/or the number of used random effects per outcome increases.

We propose a pairwise approach in which all possible bivariate models are fitted,

and where inference follows form pseudo-likelihood arguments. The approach is ap-

plicable for linear, generalised linear and nonlinear mixed models, or for combinations

of these. The methodology will be illustrated in the analysis of 22-dimensional, highly
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unbalanced, longitudinal profiles of hearing thresholds.

Key words: Joint Modelling, Multivariate Longitudinal Profiles, Mixed Models,

Pseudo-likelihood

1 Introduction

Many statistical models have been proposed in the literature for the analysis of longitudinal

data. Most of these models restrict attention to the analysis of one single outcome variable,

measured repeatedly over time. We will denote this standard situation as the analysis of

univariate longitudinal data. Multivariate longitudinal data arise when, instead of a single

outcome, a set of different outcomes on the same unit is measured repeatedly over time. As

an example of multivariate longitudinal data, consider the situation where different indices

of physical and mental health are measured repeatedly over time.

In many situations joint modelling of the multivariate longitudinal profiles is needed or has

additional advantages over the separate analyses of the different outcomes. First, the asso-

ciation structure can be of importance. A possible question might be how the association

between outcomes evolves over time or how outcome-specific evolutions are related to each

other (Fieuws and Verbeke, 2004). In a second situation, the aim is to improve the results of

a discriminant analysis by using more than one longitudinally measured outcome. In another

situation, interest lies on estimation of the average trends. As an example, consider testing

the difference in evolution between many outcomes or testing for a treatment effect common
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to a set of outcomes. All these situations require a joint model for all outcomes.

A flexible approach is to model the different outcomes jointly by using random effects models.

In applied sciences, random-effects models have become the preferred tool to analyse various

types of longitudinal data. With these models, the average evolution of a specific outcome

is described using some function of time, and subject-specific deviations from this average

evolution are introduced by using so-called random effects. The introduction by Laird and

Ware (1982) of the linear mixed model, devised for continuous data, has been followed

rapidly by extensions to deal with non-linear data (non-linear mixed effects model, David-

ian and Giltinan, 1995) and with non-continuous measurements (generalized linear mixed

model, Breslow and Clayton, 1993). In a joint-modelling approach using mixed models,

random-effects are assumed for each outcome process, and by imposing a joint multivariate

distribution on the random effects, the different processes are associated. This approach has

many advantages and is applicable in a wide variety of situations. First, the data can be

highly unbalanced. For example, it is not necessary that all outcomes are measured at the

same timepoints. Moreover, the approach is applicable in situations where linear, nonlinear or

generalised linear mixed models are used to describe the evolution of the individual outcome

processes. Also, models can be constructed joining different types of mixed models. For

example, a generalised linear mixed model for a discrete outcome combined with a nonlinear

mixed model for a continuous outcome. The approach has been used in a non-longitudinal

setting to validate surrogate endpoints in meta-analyses (Buyse et al. 2000, Burzykowski

et al. 2001) or to model multivariate clustered data (Thum, 1997). Gueorguieva (2001a)
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used the approach for the joint modelling of a continuous and a binary outcome measure

in a developmental toxicity study on mice. Also in a longitudinal setting, Chakraborty et

al. (2003) obtained estimates of the correlation between blood and semen HIV-1 RNA by

using a joint random-effects model. Other examples with longitudinal studies can be found

in MacCallum et al. (1997), Thiébaut et al. (2002a, 2002b) and Shah et al. (1997). All these

examples refer to situations where the number of different outcomes is low. This implies that

the dimension of the joint distribution of the random effects does not lead to computational

problems during the estimation process. In this paper we will focus on the situation where

there is no limit on the number of different outcomes, such that the distribution for the

random effects becomes high-dimensional.

Section 2 introduces data on pure-tone hearing thresholds as an example of high-dimensional

multivariate longitudinal profiles. Section 3 introduces the joint modelling approach using

mixed models and describes the dimensionality problem. Section 4 details the pairwise fitting

approach as a solution to this problem. Section 5 illustrates the pairwise modelling approach

using data on pure-tone hearing thresholds. Section 6 presents the results of a simulation

study. Section 7 contains a discussion.

2 Example: Pure-Tone Hearing thresholds

In a hearing test, hearing threshold sound pressure levels (dB) are determined at different

frequencies to evaluate the hearing performance of a subject. A hearing threshold is the
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lowest signal intensity a subject can detect at a specific frequency. In this study, hearing

thresholds measured at eleven different frequencies (125Hz, 250Hz, 500Hz, 750Hz, 1000Hz,

1500Hz, 2000Hz, 3000Hz, 4000Hz, 6000Hz and 8000Hz), obtained on 603 male participants

from the Baltimore Longitudinal Study of Aging (BLSA, Shock et al. 1984), are considered.

Hearing thresholds are measured at the left as well as at the right ear, implying that the

data are 22-variate longitudinal. All subjects have at least one measurement for each of

the 22 different outcomes. Hearing thresholds are measured repeatedly over time, with the

number of visits per subject varying from 1 to 15 (a median follow-up time of 6.9 years).

Visits are unequally spaced. The age at first visit of the participants ranges from 17.2 to 87

years (with a median age at first visit of 50.2 years). Analyses of the hearing data collected

in the BLSA study can be found in Brant and Fozard (1990), Morrell and Brant (1991) and

Pearson et al. (1995). Ear- and frequency specific profiles (for all 22 outcomes) for one

randomly chosen subject are shown in Figure 1. Individual profiles of 30 randomly selected

subjects for two specific frequencies are shown in Figure 2. It is well known that the hearing

performance deteriorates as one gets older. Therefore, a significant interaction between the

evolution of the hearing threshold and age at entry is expected. But is this deterioration the

same for all frequencies? Otherwise said, should frequency-specific interactions between the

evolution and age at entry be allowed or can an interaction term common to all outcomes

be assumed? Another question refers to the association structure of the frequency-specific

evolutions within a subject. To what extent is the evolution of one frequency related to the

evolution of another frequency? Both questions will be answered using a joint model for all
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22 outcomes.

[Figure 1 about here.]

[Figure 2 about here.]

3 Joint Modelling : Random-Effects Approach

3.1 Univariate Mixed Models

Let m be the number of different outcomes to be modelled jointly. It will be assumed that

each of the m longitudinally measured outcomes can be modelled using a mixed model.

More specifically, for one outcome, let yij denote the jth measurement available for the

ith subject, i = 1, . . . , N , j = 1, . . . , ni, and let yi denote the vector of all measurements

for the ith subject, i.e., yi
′ = (yi1, . . . , yini

). Our general model assumes that yi (possibly

appropriately transformed) satisfies

yi|bi ∼ Fi(ψ, bi), (1)

i.e., conditional on bi, yi follows a pre-specified distribution Fi, possibly depending on covari-

ates, and parameterized through a vector ψ of unknown parameters, common to all subjects.

Further, bi is a q-dimensional vector of subject-specific parameters, called random effects,

assumed to follow a normal distribution with mean zero and covariance matrix D. The bi

reflect the between-subject heterogeneity in the population with respect to the distribution
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of yi. In the presence of random effects, conditional independence is often assumed, under

which the components yij in yi are independent, conditional on bi. The distribution function

Fi in (1) then becomes a product over the ni independent elements in yi.

In general, unless a fully Bayesian approach is followed, inference is based on the marginal

model for yi which is obtained from integrating out the random effects, over their normal

distribution. Let fi(yi|bi) denote the density function corresponding to the distribution Fi,

and let g(bi) denote the density of a normal distribution. We have that the marginal density

function of yi equals

fi(yi) =
∫

fi(yi|bi)g(bi)dbi, (2)

which depends on the unknown parameters in ψ and in D. Assuming independence of the

subjects, estimates can be obtained from maximizing the likelihood function built from (2),

and inferences immediately follow from classical maximum likelihood theory.

Special cases are linear and nonlinear mixed models for continuous data, and generalised

linear mixed models for discrete data. Linear mixed models assume that the ni-dimensional

vector yi satisfies

yi|bi ∼ N(Xiβ + Zibi, Σi), (3)

where Xi and Zi are (ni × k) and (ni × q) dimensional matrices of known covariates, β

is a k-dimensional vector of regression parameters, called the fixed effects, and Σi is a

(ni × ni) covariance matrix which depends on i only through its dimension ni, i.e. the

set of unknown parameters in Σi will not depend upon i. Marginally, yi follows a normal
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distribution with mean Xiβ and covariance matrix Vi = ZiDZ ′
i + Σi. Non-linear mixed

models can be considered as an extension of model (3). Non-linear mixed models allow for

non-linear relationships between the responses in yi and the covariates in Xi and/or Zi such

that

yi|bi ∼ N(h(Xi, Zi,β, bi), Σi) (4)

for some known ‘link’ function h. The definition of Xi, Zi, β and bi remains unchanged.

The generalized linear mixed model assumes that conditionally on random effects bi the

elements yij of yi are independent, with density function of the form

fi(yij|bi) = exp [(yijηij − a(ηij))/φ + c(yij, φ)] ,

with mean E(yij|bi) = a′(ηij) = µij(bi) and variance Var(yij|bi) = φa′′(ηij), and where,

apart from a link function h, a linear regression model with parameters β and bi is used

for the mean, i.e., h(µi(bi)) = Xiβ + Zibi. In contrast to the linear mixed model, for the

generalized linear mixed model and the nonlinear mixed model, the marginal distibution of

yi cannot be derived analytically such that numerical approximations are required.

3.2 Joint Mixed Model

The joint model assumes a mixed model for each outcome, and models are combined through

specification of a joint multivariate distribution for all random effects appearing in the uni-

variate mixed models. Obviously, the joint model can be considered as a new mixed model
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of the form (1), but with a random-effects vector bi of a higher dimension. Let Θ∗ the

vector containing all parameters (fixed effects parameters as well as covariance parameters),

then li(Y 1i,Y 2i, . . . , Ymi|Θ∗) refers to the loglikelihood contribution of subject i to the full

joint mixed model. Strictly speaking, standard software using likelihood based inference for

fitting linear, non-linear or generalised linear mixed models can be used to obtain parameter

estimates for this joint mixed model. Examples using the SAS-procedure PROC MIXED for

joining linear mixed models can be found in Thiébaut et al. (2002b). However, computa-

tional problems will arise as the dimension of the random-effects vector bi in the joint model

increases. Obviously, a joint mixed model will suffer sooner from computational problems

if numerical approximations are needed to calculate the marginal density in (2). But even

if all outcome-specific models are linear mixed models and the marginal density in (2) can

be calculated analytically, computational problems are also encountered rapidly. This will be

shown in the application presented in Section 5.

4 Pairwise Modelling Approach

The general idea behind the pairwise modelling approach is straightforward. Instead of

maximising the likelihood of the full joint model presented in the previous section, all pairwise

bivariate models will be fitted separately in a first step. In a second step, the parameters

obtained by fitting the pairwise models will be combined to obtain one single estimate for

each parameter in the full joint model.
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4.1 Fitting Pairwise Models

Instead of maximising the loglikelihood of the joint mixed model, loglikelihoods of the fol-

lowing form will be maximised separately

N∑

i=1

lrsi(Y ri,Y si|Θr,s), (5)

r = 1, . . . , m − 1, s = r + 1, . . . , m. The total number of subjects is indicated by N . Θr,s

represents the vector of all parameters in the bivariate joint mixed model corresponding to

the specific pair (r, s). To simplify the notation in the remainder, expression (5) can be

rewritten as
∑N

i=1 lpi(Θp) with p = 1, . . . , P and P = m(m − 1)/2 representing the total

number of possible pairs. Finally, let Θ then be the stacked vector combining all pair-specific

parameter vectors Θp. Estimates for the elements in Θ are obtained by maximising each of

the P likelihoods separately.

It is important to note that the parameter vectors Θ and Θ∗ are not equivalent. Indeed, some

parameters in Θ∗ will have a single counterpart in Θ, e.g. the covariance between random

effects from two different outcomes. Other elements in Θ∗ will have multiple counterparts

in Θ, e.g. the covariance between random effects from the same outcome. In the latter

case a single estimate is obtained by averaging all corresponding pair-specific estimates in

Θ̂. Standard errors of the so-obtained estimates clearly cannot be obtained from averaging

standard errors or variances. Indeed, the variability amongst the pair-specific estimates

needs to be taken into account. Furthermore, two pair-specific estimates corresponding to

10



two pairwise models with a common outcome are based on overlapping information and

hence correlated. This correlation should also be accounted for in the sampling variability

of the combined estimates in Θ̂
∗
. In the sequel of this section we will use pseudo-likelihood

ideas to obtain standard errors for the estimates in Θ̂
∗
.

4.2 Inference for Θ

Borrowing ideas from the pseudo-likelihood framework, first a covariance matrix for the

elements in Θ̂ will be constructed. The idea behind pseudo-likelihood estimation (Besag,

1975), is to replace the joint likelihood by a suitable product of marginal or conditional

densities, where this product is easier to evaluate than the original likelihood. Examples

of pseudo-likelihood estimation can be found in Arnold and Strauss (1991), Geys et al.

(1997) and Renard et al. (2004). Although in the pairwise approach a set of likelihoods

is maximised separately, the approach fits within the pseudo-likelihood framework. Indeed,

fitting all possible pairwise models is equivalent to maximising a pseudo-likelihood function

of the following form

pl(Θ) = l(Y 1,Y 2|Θ1,2) + l(Y 1,Y 3|Θ1,3) + . . . + l(Y m−1,Y m|Θm−1,m)

=
∑P

p=1 lp(Θp).

(6)

Note however that, in the classical examples of pseudo-likelihood estimation, the same pa-

rameter is present in the different parts of the pseudo-likelihood function whereas in (6) the

set of parameters in Θp is considered pair-specific (subscript p at this stage, only at a later
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stage the estimates will be combined). This separate parametrisation is needed to be able

to maximise the different parts in expression (6) separately.

Since the pairwise approach fits within the pseudo-likelihood framework, an asymptotic mul-

tivariate normal distribution for Θ̂ can be derived. Asymptotic normality of the pseudo-

likelihood estimator in the single parameter case and in the vector valued parameter case

is shown in Arnold and Strauss (1991), and in Geys (1999), respectively. The asymptotic

multivariate normal distribution for Θ̂ is given by

√
N(Θ̂ − Θ) ∼ MV N(0, J−1KJ−1) (7)

where J−1KJ−1 is a ”sandwich-type” robust variance estimator. J is a block-diagonal

matrix containing second derivatives where each of the P blocks has the form

1

N

N∑

i=1

E

(
∂2lpi

∂θp∂θ′
p

)
. (8)

and K is a symmetric matrix containing P × P blocks, each block of the form

1

N

N∑

i=1

E

(
∂lpi

∂θp

∂lqi

∂θ′
q

)
, (9)

p, q = 1, . . . , P Estimates for (9) and (8) are obtained by dropping the expectation and

replacing the unknown parameters by their estimates.
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4.3 Combining Information: Inference for Θ∗

In a final step, estimates for the parameters in Θ∗ can be calculated, as suggested before,

by taking averages over all pairs. This is obtained by

Θ̂∗ = AΘ̂ ∼ MV N(Θ∗, AΣ(Θ̂)A′) (10)

with A a matrix containing the appropriate coefficients to calculate the averages and Σ(Θ̂)

equals the covariance matrix for Θ̂ obtained by expression (7).

5 Application

For the data on the pure-tone hearing thresholds, introduced in Section 2, Verbeke and

Molenberghs (2000) proposed the following linear mixed model to analyse the evolution of

the hearing threshold for a single frequency. Let Yi(t) denote the hearing threshold at some

frequency for a subject i taken at time t, the model is specified as

Yi(t) = (β1 + β2Agei + β3Age2
i + ai)

+(β4 + β5Agei + bi)t

+β6V isit1(t) + εi(t) (11)

in which t is time expressed in years from entry in the study and Agei the age of subject i

at the time of entry in the study. Since their is evidence for the presence of a learning effect
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from the first to the subsequent visits, a time-varying covariate V isit1 has been added. This

covariate is defined to be one at the first measurement and zero for all other visits. Finally, the

ai are random intercepts, the bi are the random slopes for time, and the εi represent the usual

error components, independent of the random effects. The vector (β1, β2, β3, β4, β5, β6)
′ of

fixed effects describes the average evolution of the hearing threshold and the vector (ai, bi)
′

of random effects describes how the profile of the ith subject deviates from the average

profile. The classical normality assumptions apply for all random terms in this model.

Considering all outcomes, let Y1i(t), Y2i(t),. . . , Y22i(t) denote the hearing thresholds of the

11 frequencies at the left as well as at the right ear for a subject i taken at time t. Each of

the 22 Frequency×Side combinations is described using the linear mixed-effects model (11).

More specifically,





Y1i(t) = µ1(t) + a1i + b1it + ε1i(t)

Y2i(t) = µ2(t) + a2i + b2it + ε2i(t)

...

Y22i(t) = µ22(t) + a22i + b22it + ε22i(t)

where µ1(t), µ2(t), . . . , µ22(t) refer to the average evolutions. All 22 outcome trajectories

14



are tied together through a joint distribution for the random effects

(

a1i, a2i, . . . , a22i, b1i, b2i, . . . , b22i

)′

∼ N (0,D)

where D is the 44 × 44 covariance matrix of the random effects. The error components,

(

ε1i(t), ε2i(t), . . . , ε22i(t)

)′

∼ N (0,Σ) for all t,

are assumed independent across timepoints and assumed independent of the random effects.

Σ is the 22× 22 covariance matrix of the error components at any specific point in time. If

all off-diagonal elements in Σ equal zero then the error components are uncorrelated which

implies that, conditionally on the random effects, the 22 outcome trajectories are indepen-

dent. The covariance matrix of the random effects is 44 dimensional and the covariance

matrix of the error components is 22 dimensional, leading to 990 + 253 = 1243 covariance

parameters to be estimated. Not suprisingly, this is computationally too demanding. Note

that, in this particular example, without relying on the pairwise approach, we were not able

to fit directly joint models with more than 4 outcomes. Besides the unstructured covariance

matrices for the random effects and for the error components, all fixed effects parameters

are assumed to be outcome-specific. As such, this joint mixed model can serve as a starting

model in a search for more parsimonious models, which would assume common fixed effects,

common or uncorrelated random effects, or common or uncorrelated error components. A
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SAS-macro has been used to fit the 231 bivariate joint mixed models and to combine their

results into estimates for Θ∗. The pairwise fitting results in 21 estimates for each fixed

effect, each variance of the random effects, each covariance between random effects of the

same outcome and each variance of the error components. For each covariance parameter

between the error components and each covariance parameter between random effects of

different outcomes, there is a single corresponding estimate in Θ̂.

As an example of the results for the fixed effects, Figure 3 shows the outcome-specific

estimates and their 95% confidence interval for the interaction between the linear evolution

and age at entry. We clearly observe an increasing trend implying that age accelerates hearing

loss, but that this is more severe for higher frequencies. Wald-type tests indicate that these

estimates are significantly different between the outcomes, at the left side (χ2
10 = 90.4,

p < 0.0001) as well as at the right side (χ2
10 = 110.9, p < 0.0001)

[Figure 3 about here.]

To explore some results for the covariance parameters, Figure 4 shows the results of a

principal component analysis on a subset of the 44 × 44 correlation matrix of the random

effects, i.e. the 11 × 11 correlation matrix of the random slopes at the left side. The result

indicates that the closer the frequencies, the stronger their evolutions are correlated. Very

similar results were obtained for the right hand side (results not shown). Figure 5 shows

the results of a principal component analysis on the 22 × 22 correlation matrix of the error

components. Not surprisingly, errors of the same frequency are highly correlated between
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the left and the right side.

[Figure 4 about here.]

[Figure 5 about here.]

6 Simulation Study

A simulation study was conducted to evaluate the performance of the estimators from the

pairwise approach and to compare it with the estimators obtained from the full multivariate

mixed model. From the example on the hearing thresholds, three outcomes were selected

(500 Hz, 1000 Hz and 2000 Hz, all taken at the right ear). A joint model using the random-

effects approach, as outlined in the previous section, was fitted. Unstructured 6×6 and 3×3

covariance matrices were used for the random effects and the error components respectively.

All fixed and random effects were considered to be outcome-specific. This model will be

denoted as the full trivariate mixed model in the remainder. 1000 data sets were simulated

from this full trivariate model with parameters obtained from the hearing data. Each time, the

full trivariate model was fitted, and the pairwise approach was applied as well. Two versions

of the model were used: The correct model and an incorrect model. The latter model does

not contain random slopes and the error components are assumed to be uncorrelated. In the

full trivariate approach, model-based as well as robust standard errors are calculated. The

latter are the asymptotically consistent ’sandwich’ estimators described in Liang and Zeger

(1986) and in Diggle, Heagerty, Liang and Zeger (1994).
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Figures 6 and 7 show the agreement between the estimates from the full trivariate and from

the pairwise approach, for a subset of fixed effects and variance components. This shows

that the estimates obtained with the pairwise approach are almost identical to the estimates

of the full trivariate approach.

[Figure 6 about here.]

[Figure 7 about here.]

A comparison of the different approaches to assess the sampling variability of the estimates

is summarized in Tables 1 and 2, for the three fixed slopes in the trivariate model. We first

consider results under the correct model formulation (Table 1). Comparison of the first two

columns shows comparable efficiency of the pairwise and the trivariate estimation procedures.

Comparison of columns 2 and 5 indicates that the pseudo-likelihood approach indeed yields

standard errors which reflect the true sampling variability. As was to be expected, the model-

based and the robust standard errors from the trivariate model are very similar because the

correct model was fitted. Under the misspecified model (Table 2), we still get equally efficient

estimates under both approaches, the pseudo-likelihood standard errors are still valid, but

the model-based ones obtained from the trivariate model no longer are.

[Table 1 about here.]

[Table 2 about here.]
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7 Discussion

In this paper we have presented a joint-modelling approach designed to model high-dimensional

multivariate longitudinal data. The approach is based on fitting bivariate mixed models for

all pairs of outcomes. As long as each bivariate mixed model can be fitted, estimates can

be obtained for the full multivariate mixed model. Obviously, this approach is advantageous

whenever fitting the full multivariate mixed model is not possible or too time-consuming.

The approach can also be considered as an example of partition(ed) maximum likelihood, an

example of which can be found in Poon and Lee (1987), in a completely different context.

Their inference was based on simply averaging all pair-specific standard errors, which clearly

does not reflect the true sampling variability.

The approach has been illustrated using data on hearing thresholds. The model used in this

example is characterised by outcome-specific fixed and random effects. However, a joint

model can be simplified by assuming random and/or fixed effects shared by all outcomes

or by a set of the outcomes, such that more parsimonious models can be used or specific

research questions can be answered.

Although the methodology has been presented in the context of longitudinal studies, the

pairwise approach is also applicable if the data are gathered in a clustered setting. The

example on the hearing data restricts attention to the case of normal data. However, the same

strategy to circumvent computational problems can be applied in the context of generalized

linear mixed models or nonlinear mixed models, or in combinations of those.
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Figure 1: Ear- and frequency specific profiles of hearing thresholds of 1 randomly selected
subject (dotted and solid lines represent the frequency specific profiles at the left ear and
right ear respectively)
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Figure 2: Individual profiles of hearing thresholds at the right ear for 500 Hz and 2000
Hz (of 30 randomly selected subjects).
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Figure 3: Outcome-specific estimates and their 95% confidence interval for the interac-
tion between the linear evolution and age at entry.
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Figure 4: Results (component loadings for first and second principal component) of a
PCA on the 11 × 11 correlation matrix of the random slopes at the left side.
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Figure 5: Results of a PCA on the correlation matrix of the error components. L=left,
R=right (note: not all frequencies are presented in this figure).
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Figure 6: Results Simulation Study. Agreement between the estimates obtained with
the full trivariate and with the pairwise approach. Plots are given for three covariance
parameters, (1) the variance of the random effects of 500 Hz, (2) the covariance between
the random slopes of 500 Hz and 1000 Hz and (3) the variance of the error components
of 500 Hz.
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Figure 7: Results Simulation Study. Agreement between the estimates obtained with the
full trivariate and with the pairwise approach. Plots are given for three fixed effects, the
slopes of the frequencies 500 Hz, 1000 Hz and 2000 Hz
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Table 1: Results Simulation Study: Correct Model. Standard deviation (SD) of the
estimates obtained from the trivariate and the pairwise approach, as well as the means
of the standard errors (model-based and robust) obtained with the pairwise and with the
trivariate approach.

SD(of estimate) Mean(of SE)
Effect Trivariate Pairwise Trivariate Trivariate Pairwise

model-based robust
slope 500 Hz 0.0795 0.0801 0.0783 0.0780 0.0785
slope 1000 Hz 0.0847 0.0848 0.0843 0.0840 0.0842
slope 2000 Hz 0.1082 0.1081 0.1101 0.1097 0.1099
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Table 2: Results Simulation Study: Incorrect Model. Standard deviation (SD) of the
estimates obtained from the trivariate and the pairwise approach, as well as the means
of the standard errors (model-based and robust) obtained with the pairwise and with the
trivariate approach.

SD(of estimate) Mean(of SE)
Effect Trivariate Pairwise Trivariate Trivariate Pairwise

model-based robust
slope 500 Hz 0.0836 0.0842 0.0644 0.0813 0.0817
slope 1000 Hz 0.0912 0.0910 0.0628 0.0898 0.0895
slope 2000 Hz 0.1192 0.1188 0.0791 0.1202 0.1198
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