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Abstract

It is known from the literature that the least squares regression estimator is optimal and is equivalent to the maximum likelihood estimator when the errors follow a normal distribution. However, in many non-Gaussian situations they are far from being optimal. This is especially the case when the data involve asymmetric distributions as is the case, in general, with survival times. Another known drawback of the least squares method is its extreme sensitivity to modest amounts of outlier contamination. An attractive alternative to the classical regression approach based on the quadratic loss function is the use of the absolute error criterion, which leads to the well known median regression function, or more generally, to the quantile regression function.

In this paper, we consider the problem of nonparametrically estimating the conditional quantile function from censored dependent data. The method proposed here is based on a local linear fit using the check function approach. The asymptotic properties of the proposed estimator are established. Since the estimator is defined as a solution of a minimization problem, we also propose a numerical algorithm. We investigate the performance of the estimator for small samples through a simulation study, and we also discuss the optimal choice of the bandwidth parameters.
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1 Introduction

Quantile regression (QR) is a common way to investigate the possible relationships between a covariate $X$ and a response variable $Y$. Unlike the mean regression method which relies only on the central tendency of the data, the quantile regression approach allows the analyst to estimate the functional dependence between variables for all portions of the conditional distribution of the response variable. In other words, quantile regression extends the framework of estimating only the behavior of the central part of a cloud of data points onto all parts of the conditional distribution. In that sense QR provides a more complete view of relationships between the variables of interest. Since it was introduced by Koenker and Bassett (1978) as a robust (to outliers) and flexible (to error distribution) linear regression method based on minimizing asymmetrically weighted absolute residuals, QR has received considerable interest in the literature both in theoretical and applied statistics.

In survival (duration for economists) analysis, QR becomes attractive as an alternative to popular regression techniques like Cox proportional hazards model or the accelerated failure time model; see Koenker and Bilias (2001) and Koenker and Geling (2001). This is potentially due to the transformation equivalence of the quantile operator; see Powell (1986). Thus, one can use any monotone transformation of the response variable to estimate the QR curve and then back transform the estimates to the original scale without any loss of information. For a review of recent investigation and development involving QR see for example Yu et al. (2003) or for a more detailed lecture see the book by Koenker (2005).

A frequent problem that appears in practical survival data analysis is censoring, which may be due to different causes. For example, in econometrics censoring can be due to the loss of some subjects under study, in clinical trials censoring can be caused by the end of the follow-up period, in ecology or environmental studies, a single or multiple detection limits lead to censored observations. In recent years parametric and semiparametric quantile regression with fixed (type I censoring, namely the Tobit model) or random censoring begun to receive more attention. See for example Chernozhukov and Hong (2002), Bang and Tsiatis (2002), Honoré et al. (2002), Portnoy (2003) and the references given therein.

As an alternative to restrictions imposed by (semi)-parametric estimators, a vast literature has also been devoted to the nonparametric QR method. With completely observed data, this includes Fan et al. (1994), Yu and Jones (1998), Cai (2002), Gannoun et al. (2003) among many others. However, under random censoring, the available studies are fewer. Let’s first review some recent work that has been done in this area. To estimate the conditional quantile function, Dabrowska (1992) and Van Keilegom and Veraverbeke (1998), among others, follow the classical approach of inversing the conditional survival function estimator. The latter was obtained by smoothing with respect to the covariate using either Nadaraya-Watson or Gasser-Müller type weights. Strong asymptotic representations and asymptotic normality has been shown. Follow-
ing the same idea, Leconte et al. (2002) proposes to estimate the conditional survival curve, and so, by inversion, the quantile function, via a double smoothing technique using Nadaraya-Watson type weights. That is, the resulting estimator is smooth with respect to both the response variable and the covariate. Gannoun et al. (2005) suggested another approach based on minimizing a weighted integral of the check function (see (2.1) below) over the joint distribution function estimator of Stute (2005). Under strong assumptions on the data generating procedure, they prove the consistency and the asymptotic normality of the proposed estimator.

The literature mentioned above focuses on the i.i.d. case. However in many real applications the data are collected sequentially in time or space and so the assumption of independence in such case does not hold. Here we only give some typical examples from the literature involving correlated data which are subject to censoring. In the clinical trials domain it frequently happens that the patients from the same hospital have correlated survival times due to unmeasured variables like the quality of the hospital equipment. An example of such data can be found in Lipsitz and Ibrahim (2000). Clustering can also be naturally imposed by the experiment like for example the data analyzed by Yin and Cai (2005) which involve children with inflammation of the middle ear. Censored correlated data are also a common problem in the domain of environmental and spatial (geographical) statistics. In fact, due to the process being used in the data sampling procedure, e.g. the analytical equipment, only the measurements which exceed some thresholds, for example the method detection limits or the instrumental detection limits, can be included in the data analysis. Examples of such data can be found in Alavi and Thavaneswaran (2002), Zhao and Frey (2004) and Eastoe et al. (2006). Of course many other examples can also be found in other fields like econometrics, financial statistics, etc.

Another commonly used assumption in the theoretical analysis of censored data is the independence between the covariate and the censoring variable. This technical assumption is required to make the estimation of the censoring distribution more easier (without smoothing). However, this strong assumption is reasonable only when the censoring is not associated to the characteristic of the individuals under the study; for example, when censoring is caused by the end of the study.

In this paper we propose a new nonparametric estimation procedure of the quantile regression curves based on the local linear (LL) smoother. This smoothing method was chosen for its many attractive properties such as no boundary effect, design adaptation, and mathematical efficiency; see Fan and Gijbels (1996). In the context of dependent uncensored data the LL approach was successfully applied to the quantile regression problem by many authors, see for example Yu and Jones (1998), Honda (2000), Cai (2002) and Gannoun et al. (2003).

The estimator proposed in this work is shown to be valid even when the censored data are correlated and when the censoring distribution depends on the explanatory variable. The proofs provided for consistency and asymptotic normality are stated under weak conditions. Whenever those conditions are fulfilled, our estimator enjoys
similar properties as those of the ‘classical’ LL estimator for uncensored independent data. Furthermore, to solve the known computational complexity related to the QR estimator (like the non-differentiability of the objective function) we adapt the Majorize-Minimize (MM) algorithm as proposed by Hunter and Lange (2000) to our censored case. The resulting algorithm is simple to implement and rapidly converges to the solution.

The paper is organized as follows. In the next section we describe the estimation methodology. In Section 3 we study some asymptotic results of the proposed approach. Section 4 presents the MM algorithm and shows how it can be applied to our situation. In Section 5 we analyze the finite sample performance of the proposed estimator via a simulation study. In Section 6 we discuss the problem of the choice of the smoothing parameters and we suggest a data-driven procedure based on the cross validation idea. We also study this procedure via a simulation analysis. Finally, the Appendix contains the assumptions needed for the asymptotic theory and the proofs of the asymptotic results.

2 Methodology

To motivate our approach, we first start with the case where there is no censoring. Let \((X_i, Y_i), i = 1 \ldots, n\) denote the available (uncensored) data points. We denote by \(F_x(t)\) the unknown common conditional distribution function (CDF) of \(Y\) given \(X = x\). Given a (sub)distribution function \(L_x(t)\), \(\bar{L}_x(t)\) will denote the corresponding survival function, i.e. \(\bar{L}_x(t) = 1 - L_x(t)\), and \(\dot{L}_x(t)\) its partial derivative with respect to \(x\). We will also use \(\mathbb{E}_x(.)\) as a shortcut for \(\mathbb{E}(.|X = x)\). For any \(\pi \in (0, 1)\), \(Q_\pi(x)\) will denote the conditional quantile function (CQF) of \(Y\) given \(X = x\). That is, \(Q_\pi(x) = \inf \{t : F_x(t) \geq \pi\}\), or equivalently,

\[
Q_\pi(x) = \arg\min_a \mathbb{E}_x \{(Y - a) | \pi - I(Y < a)\}
\]

where \(\varphi_\pi(s) = s(\pi - I(s < 0))\) is known as the ‘check’ function and \(I(.)\) is the indicator function. As a special case, by taking \(\pi = 0.5\) we obtain \(med(x) = \arg\min_a \mathbb{E}_x(|Y - a|)\), the conditional median regression function.

For a fixed point \(x_0\) in the support of \(X\), according to Fan et al. (1994) and Yu and Jones (1998), we define the local linear estimators of \(Q_\pi(x_0)\) and its derivative, i.e. \(\dot{Q}_\pi(x_0) := \partial Q_\pi(x_0)/\partial x\), by the following estimating equation:

\[
\arg\min_{(\alpha_0, \alpha_1)} \sum_{i=1}^n \varphi_\pi(Y_i - \alpha_0 - \alpha_1(X_i - x_0))K_{h_1}(X_i - x_0),
\]

where \(K_{h_1}(.) = h_1^{-1}K_1(.)h_1 \geq 0\), \(K_1\) is a bounded kernel function with bounded support, say \([-1, 1]\), and \(0 < h_1 \equiv h_{1n} \to 0\) is a bandwidth parameter satisfying
The key idea behind this procedure is to locally approximate the quantile function in the neighborhood of \( x_0 \) via Taylor’s formula \( Q_\pi(x) \approx \alpha_0 + \alpha_1(x - x_0) \). The kernel \( K_1 \) and the smoothing parameter \( h_1 \) determine the shape and the width of the local neighborhood.

Unfortunately, the estimation equation given by (2.2) cannot be used with censored data. In fact, in the presence of censoring, we do not observe \( Y_i \) but only \( Z_i = \min(Y_i, C_i) \) and \( \delta_i = I(Y_i \leq C_i) \), where \( C_i \) is the censoring variable, supposed to be independent of \( Y_i \) given \( X_i \). However, note that for any \( a \) and \( x \),

\[
\mathbb{E}_x[I(Y < a)] = \mathbb{E}_x \left[ \frac{\delta I(Z < a)}{\hat{G}_X(Z)} \right],
\]

where, for any \( x \), \( \hat{G}_x(.) \) denotes the conditional survival function of \( C \). This, in connection with (2.1), suggests a natural way to extend (2.2) to the censoring case by substituting \( Y \) and \( I(Y \leq a) \) by \( Z \) and \( \delta I(Z < a) \hat{G}_X^{-1}(Z) \), respectively. Of course, in real data analysis, \( G_x \) is unknown and needs to be estimated. This can be done via Beran’s estimator (see Beran (1981)) given by

\[
\tilde{G}_x(t) := 1 - \hat{G}_x(t) = \prod_{i=1}^{n} \left( 1 - \frac{(1 - \delta_i)I(Z_i \leq t)w_{0i}(x)}{\sum_{j=1}^{n} I(Z_j \geq Z_i)w_{0j}(x)} \right),
\]

where

\[
w_{0i}(x) = \frac{K_0((X_i - x)/h_0)}{\sum_{j=1}^{n} K_0((X_j - x)/h_0)}
\]

are Nadaraya-Watson (NW) weights, \( K_0 \) is a kernel function and \( 0 < h_0 \equiv h_{0n} \to 0 \) is a bandwidth sequence satisfying \( nh_0 \to \infty \).

So, for censored data, as an LL estimator for \( \beta_0 := Q_\pi(x_0) \) and \( \beta_1 := \dot{Q}_\pi(x_0) \) we propose \( \hat{\beta} := (\hat{\beta}_0, \hat{\beta}_1)^T \equiv (\hat{Q}_\pi(x_0), \dot{\hat{Q}}_\pi(x_0))^T \) to be the minimizer of \( \Gamma_{1,n}(\alpha, x_0) \) over \( \alpha := (\alpha_0, \alpha_1)^T \), where

\[
\Gamma_{1,n}(\alpha, x) = \sum_{i=1}^{n} [Z_i - \alpha_0 - \alpha_1(X_i - x)][\pi - \frac{\delta_i}{\hat{G}_{X_i}(Z_i)}I(Z_i < \alpha_0 + \alpha_1(X_i - x))]K_{h_1}(X_i - x).
\]

### 3 Asymptotic theory

Unlike the mean regression estimator procedure which leads to an explicit solution, there is no close mathematical formula for the estimators proposed in the previous section. So, to make the asymptotic analysis easier, we start by giving an asymptotic expression for those estimators. To do so, we need to introduce some notations and assumptions that will be useful in what follows.

Fix \( x_0 \) in the interior of the support of \( X \). We suppose throughout the paper that the survival time \( Y \) and the censoring time \( C \) are nonnegative random variables with
continuous marginal distribution functions and they are independent given \(X\). We also assume that the distributions of \(X\) and of \(Y\) given \(X\) are absolutely continuous. Denote, respectively, by \(f_0(x)\) and \(f_x(y)\) the marginal density of \(X\) and the conditional density of \(Y\) given \(X = x\). Let \(f(x, y) = f_0(x)f_x(y)\) be the joint density of \((X, Y)\) and assume that \(f(x_0, \beta_0) > 0\). The process \((X_t, Y_t, C_t), t = 0, \pm 1, \ldots, \pm \infty\), has the same distribution as \((X, Y, C)\) and is assumed to be stationary \(\alpha\)-mixing. By this we mean that if \(\mathcal{F}_j^\infty (-\infty \leq J, L \leq \infty)\) denotes the \(\sigma\)-field generated by the family \(\{(X_t, Y_t, C_t), J \leq t \leq L\}\), then the mixing coefficients

\[
\alpha(t) = \sup_{A \in \mathcal{F}_{-\infty}^0, B \in \mathcal{F}_\infty^t} |P(A \cap B) - P(A)P(B)|
\]
satisfy \(\lim_{t \to \infty} \alpha(t) = 0\). For the properties of this and other mixing conditions we refer to Bradley (1986) and Doukhan (1994). In this work, the mixing coefficient \(\alpha(t)\) is assumed to be \(O(t^{-\nu})\) for some \(\nu > 3.5\). We also suppose that the function \(x \to Q_\pi(x)\) is twice differentiable at \(x = x_0\). Put \(\dot{\bar{Q}}_\pi(x_0) = \frac{\partial^2 Q_\pi(x_0)}{\partial x^2}\), \(u_j = \int v^j K_1(u)du\), \(v_j = \int v^j K^2(v)dv\),

\[
\Lambda_u = \begin{pmatrix} u_0 & u_1 \\ u_1 & u_2 \end{pmatrix} \quad \text{and} \quad \Omega_v = \begin{pmatrix} v_0 & v_1 \\ v_1 & v_2 \end{pmatrix},
\]
and suppose that \(|u_1^2 - u_0u_2| > 0\). The conditions mentioned below are given in the Appendix.

**Theorem 1** Assume that conditions (A1)-(A4) hold. If (i) \(nh_1^3 = O(1)\), (ii) \(\log(n)/(nh_0^3) = O(1)\), (iii) \(nh_1h_0^4 = O(1)\) and (iv) \(n^{-2\nu}h_0^{-4(2\nu+1)+12\kappa} = o(1)\) with \(\kappa < (2\nu - 1)/4\) (see Assumption (A4)), then,

\[
\left( \begin{array}{c} \hat{\beta}_0 - \beta_0 \\ \frac{h_1}{2} (\hat{\beta}_1 - \beta_1) \end{array} \right) - \frac{h_1^2}{2} \Lambda_u^{-1} \begin{pmatrix} u_2 \\ u_3 \end{pmatrix} \bar{Q}_\pi(x_0) = \frac{a_n^2}{f(x_0, \beta_0)} \Lambda_u^{-1} \sum_{t=1}^n e_t \hat{X}_{ht} K_1(X_{ht}) + r_n,
\]

where \(r_n = o_p(a_n) + o_p(h_1^2) + O_p(h_0^2)\), \(a_n^{-1} = \sqrt{nh_1}\),

\[e_t = \pi - I(Z_t < Q_\pi(x_t)) \frac{\delta_t}{G_{X_t}(Z_t)}\]

and \(\hat{X}_{ht} = (1, X_{ht})^T\) with \(X_{ht} = h_1^{-1}(X_t - x_0)\).

As a consequence of this theorem, we obtain the asymptotic normality for both \(\hat{\beta}_0\) and \(\hat{\beta}_1\). For a given \(x\), define \(H_x(t) = P(Z \leq t|X = x) = 1 - F_x(t)G_x(t)\), the CDF of the observed survival times, and \(T_x = \sup \{t : H_x(t) < 1\}\), the right endpoint of the support of \(H_x\). For any \(t < T_x\), let

\[
\zeta_\pi(x, t) = \int_0^t \frac{dF_x(s)}{G_x(s)} - \pi^2 \quad \text{and} \quad \sigma_\pi^2(x) = \frac{\zeta_\pi(x, Q_\pi(x))}{f_x^2(Q_\pi(x))f_0(x)}.
\]
Theorem 2 Assume that condition (A) holds with \( j_* = 1 \). If \( h_1 \) and \( h_2 \) are such that (i) \( h_1 = C_1 n^{-\gamma_1} \) for some \( C_1 > 0 \) and conditions (ii)-(iv) of Theorem 1 hold true, then
\[
\sqrt{n h_1} \left( \left( \frac{\hat{\beta}_0 - \beta_0}{h_1(\hat{\beta}_1 - \beta_1)} \right) - \frac{h_2^2}{2} \Lambda_u^{-1} \left( \begin{array}{c} u_2 \\ u_3 \end{array} \right) \hat{Q}_\pi(x_0) + O_p(h_0^2) + o_p(h_1^2) \right) \xrightarrow{L} \mathcal{N} \left( 0, \sigma_\pi^2(x_0) \Sigma \right),
\]
where \( \Sigma = \Lambda_u^{-1} \Omega_u \Lambda_u^{-1} \).

In particular, the following corollary is valid.

Corollary 1 Under the assumptions of Theorem 2, if \( u_1 = v_1 = 0 \), then \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) are asymptotically independent, and
\[
\sqrt{n h_1} \left( h_1^2 (\hat{\beta}_1 - \beta_1) - \frac{u_2^2 + u_3^2}{2 u_2} \hat{Q}_\pi(x_0) + O_p(h_0^2) + o_p(h_1^2) \right) \xrightarrow{L} \mathcal{N} \left( 0, \frac{v_0}{u_2^2} \sigma_\pi^2(x_0) \right),
\]
for \( i = 0, 1 \).

The result states that, under weak conditions, the LL estimator \( \hat{Q}_\pi(x_0) \) proposed here converges to the true quantile parameter \( Q_\pi(x_0) \) with the expected rate \( \sqrt{n h_1} \). The asymptotic bias and variance of this estimator are given by \( (u_0 = 1) \),
\[
\text{Bias}(\hat{Q}_\pi(x_0)) = u_2 h_1^2 \hat{Q}_\pi(x_0)/2 + O(h_0^2), \text{ and}
\]
\[
\text{Var}(\hat{Q}_\pi(x_0)) = v_0 \sigma_\pi^2(x_0)/n h_1.
\]
These formulas are similar to the ‘classical’ ones obtained in the independent uncensored case. However, due to the approximation of \( G_x \) by \( \hat{G}_x \), we can see that there is an extra bias term, \( O(h_0^2) \), which may dominate the mean-squared error. If the censoring time \( C \) is independent of the covariate \( X \), then, instead of (2.4), one may use the Kaplan-Meier estimator and in that case the extra bias term becomes \( O(\log \log n/n) \). For the asymptotic variance, we can easily verify that \( \sigma_\pi^2(x_0) \) is larger than \( \pi(1 - \pi)/(f_x^2(\pi(x_0))) f_0(x_0) \), which is the expression we obtain when there is no censoring. We can also see that \( \sigma_\pi^2(x_0) \) becomes larger as the proportion of censoring in the data increases. The assumption \( j_* = 1 \) that we have made in Theorem 2 is required in order to derive a simple expression for the asymptotic variance. In fact, if \( j_* > 1 \), then we can easily check from the proof given in the Appendix that
\[
\sqrt{n h_1} \text{Var}(\hat{Q}_\pi(x_0)) \sim v_0 \sigma_\pi^2(x_0) + 2 \rho_s / f_2(x_0, \beta_0),
\]
where \( \rho_s = \lim_{n \to \infty} h_1^{-1} \sum_{j=1}^{j_*} C_j^+ < \infty \), with \( C_j^+ = \text{Cov}(e_1 K_{h_1}(X_{h_1}), e_{j+1} K_{h_1}(X_{h_{j+1}})) \). This also shows that the dependence of the observations influences the variance of the estimator. The coefficient \( \rho_s \) can be seen as a quantification of such an effect.

As mentioned in the Introduction it is known that the local polynomial regression smoothers automatically correct for boundary effect. A natural question arises whether the estimator \( \hat{Q}_\pi \) proposed here would still have the same asymptotic properties near the endpoints. Suppose that the support of \( f_0 \) is \([0, \infty)\), thus, \( X \) is left bounded in 0. Let’s take \( x_0 = c h_1 \) for some \( 0 < c < 1 \) and set \( u_{j,c} = \int_{-c}^{1-c} u^j K_{1}(u)du, \ v_{j,c} = \int_{-c}^{1-c} u^j K_{2}(u)du \).
that following exactly the same procedure as in the proof of Theorem 1 and 2, it can be shown that $Q_x(ch_1)$ is asymptotically normal with asymptotic bias and variance given by

$$\text{Bias}(Q_\pi(ch_1)) = u_r h^2 \bar{Q}_\pi(0+)/2 + O(h_0), \quad \text{and}$$

$$\text{Var}(Q_\pi(ch_1)) = v_c \sigma^2_\pi(0+)/nh_1.$$  

Comparing this result with the one obtained in the interior of the domain of $X$, we remark that the bias becomes larger. In fact, the bias term due to $\Gamma_-$ becomes of order $h_0$ instead of the optimal order $h_0^2$ available only in the interior of the domain.

This is clearly due to the fact that in our estimation of $G_x$ we have used the local constant approach which, in contrast to the LL method, suffers from boundary effect. A boundary kernel or a linear correction may be used to ensure a better behavior of $\hat{G}_x$ near the endpoints.

4 Minimization algorithm

In the previous section we have shown that the QR method combined with LL smoothing has some attractive theoretical features in the context of censored dependent data. However, the application of this method may be restrained by the computational complexity. In fact, for simulations or practical applications with the QR method, especially with large data sets, an efficient optimization routine to solve the mathematical minimization problem imposed by the definition of the QR estimator (see (2.5)) becomes essential. Obviously, the classical optimization techniques based on the differentiability of the objective function cannot be used here. With uncensored data, much work has been done to develop an efficient computational tool for QR especially in the parametric linear case (Simplex algorithm, Interior point algorithm, Smoothing algorithm, MM algorithm, etc). Unfortunately, in our context those ‘standard’ optimization techniques cannot be used directly without adaptation. In general, modifying the existing methods is difficult and the performance of the resulting algorithm may not be satisfactory, see for example Fitzenberger (1997) for more about this subject.

Due to its simplicity and numerical stability, we investigate in this section the MM (majorize-minimize) algorithm as explained by Hunter and Lange (2000). First, remark that $\Gamma_{1,n}(\alpha, x_0)$, given in (2.5), can be written as

$$\Gamma_{1,n}(\alpha, x_0) = \sum_{i=1}^{n} \varphi_\pi(r_i(\alpha), a_i),$$

where $\varphi_\pi(r, a) = r[\pi - aI(r < 0)]$, $a_i = \delta_i/\tilde{G}_X(Z_i)$, $\tilde{G}_X(Z_i) \geq 0$, $r_i(\alpha) = \tilde{Z}_i - \alpha^T X_i$, with $\tilde{Z}_i = K_1((X_i - x_0)/h_1)Z_i$, $X_i^T = (K_1((X_i - x_0)/h_1), (X_i - x_0)K_1((X_i - x_0)/h_1))^T$. This linear reparametrization shows that the LL quantile estimators for $(Q_\pi(x_0), \bar{Q}_\pi(x_0))^T$
can be obtained from the parametric quantile regression of $\tilde{Z}_i$ on $X_i$. Nevertheless, note that the check function, $\varphi_\pi$, depends not only on the residuals $r_i(\alpha)$ but also on the random ‘weights’ $a_i$. This makes the optimization problem more difficult than in the classical uncensored case in which $a_i \equiv 1$. Let $\alpha_{(k)}$ denote the $k$th iterate in finding the minima point. For notational convenience we will omit the parameter $\alpha$ in the expression of $r_i(\alpha)$, that is $r_i \equiv r_i(\alpha)$ and $r_{i(k)} \equiv r_i(\alpha_{(k)})$. The idea behind the MM algorithm is to majorize the underlying function $\varphi_\pi(\cdot, a)$ by a surrogate function, say $\xi_a$, such that at a given iteration $k$,

$$\xi_a(r|r_{i(k)}) \geq \varphi_\pi(r,a), \text{ for all } r, \text{ and}$$

$$\xi_a(r_{i(k)}|r_{i(k)}) = \varphi_\pi(r_{i(k)}, a).$$

Following the idea of Hunter and Lange (2000), taking into account censoring, we propose as a majorizer function

$$\xi_a(r|r_{i(k)}) = \frac{1}{4} \left( \frac{ar^2}{\epsilon + |r_{i(k)}|} + (4\pi - 2a)r + c_k \right).$$

The constant $c_k$ has to be chosen such that $\xi_a(r_{i(k)}|r_{i(k)}) = \varphi_\pi(r_{i(k)}, a)$, and $0 < \epsilon \leq 1$ is a small smoothing parameter to be selected by the analyst. The next iterate $\alpha_{(k+1)}$ is the minimizer of $\sum_{i=1}^n \xi_a(r_i|r_{i(k)})$ with respect to $\alpha$. By doing so, it can be shown that $\Gamma_{1,n}(\alpha_{(k+1)}, x_0) \leq \Gamma_{1,n}(\alpha_{(k)}, x_0)$. Arguments similar to those in Hunter and Lange (2000) lead to the iterative algorithm described below. Put $w_{i(k)} = a_i/(\epsilon + |r_{i(k)}|)$ and $v_{i(k)} = a_i - 2\pi - w_{i(k)}r_{i(k)}$. Define $\mathcal{V}_k = (v_{1(k)}, \ldots, v_{n(k)})$, $\mathcal{W}_k = \text{diag}(w_{1(k)}, \ldots, w_{n(k)})$, $\mathcal{X}^T = [X_1, \ldots, X_n]$ and $\mathcal{D}_k = -[\mathcal{X}^T \mathcal{W}_k \mathcal{X}]^{-1}[\mathcal{X}^T \mathcal{V}_k]$.

Algorithm

(0) Choose a small tolerance value, say $\tau = 10^{-6}$. Choose an $\epsilon$ such that $\epsilon \ln \epsilon \approx -\tau/n$. Set $k = 0$ and initialize $\alpha_{(0)}$.

(1) Let $i = 0$. Calculate $\mathcal{D}_k$ and set $\tilde{\alpha}_{(k)} = \alpha_{(k)} + \mathcal{D}_k$.

(2) While $\Gamma_{1,n}(\alpha_{(k)}, x_0) \leq \Gamma_{1,n}(\tilde{\alpha}_{(k)}, x_0)$, set $i = i + 1$ and $\tilde{\alpha}_{(k)} = \alpha_{(k)} + 2^{-i}\mathcal{D}_k$.

(3) Set $\alpha_{(k+1)} = \tilde{\alpha}_{(k)}$. If the stopping conditions are not satisfied, replace $k$ by $k + 1$ and go to step (1).

The stopping criteria for this algorithm are satisfied when $||\alpha_{(k+1)} - \alpha_{(k)}|| < \tau$ and $|\Gamma_{1,n}(\alpha_{(k+1)}, x_0) - \Gamma_{1,n}(\alpha_{(k)}, x_0)| < \tau$. Numerical instability caused, for example, by a bad choice of the smoothing parameters $(h_0$ and $h_1$) may lead to divergence of the algorithm so it is necessary to include a maximum number of iterations that the method is allowed to run. Also, in order to be sure that the resulting optimum point doesn’t correspond to a local minimum it is preferable to re-start the algorithm at least one time with another starting point different from the initial one.
5 Simulation study

In order to verify the quality of the proposed method we perform in this section several simulations. The same data generating procedures as those considered in El Ghouch and Van Keilegom (2006) were used. That is, we simulate \( n = 300 \) observations from the following model

\[
Y_t = r(X_t) + \sigma(X_t)\epsilon_t, \quad \text{and} \quad C_t = \tilde{r}(X_t) + \sigma(X_t)\tilde{\epsilon}_t,
\]

where \( r(x) = 12.5 + 3x - 4x^2 + x^3 \) and \( \tilde{r}(x) = r(x) + \beta(x)\sigma(x) \), with \( \sigma(x) = (x - 1.5)^2a_0 + a_1 \) and \( \beta(x) = (x - 1.5)^2b_0 + b_1 \). \( \epsilon_t \) and \( \tilde{\epsilon}_t \sim \mathcal{N}(0, 1) \) and \( X_t \) has a uniform distribution on \([0, 3]\). The variables \( X_t, \epsilon_t \) and \( \tilde{\epsilon}_t \) are mutually independent. By varying \( b_0 \) and \( b_1 \) we control the shape and the amount of censoring, while by varying \( a_0 \) and \( a_1 \) we change the variation in the sampled data. Under this model the percentage of censoring (PC, hereafter) is given by \( PC(x) = 1 - \Phi(\beta(x)/\sqrt{2}) \), where \( \Phi \) is the distribution function of a standard normal random variable. Four cases are studied here:

1. \( b_1 = 0.95 \) and \( b_0 = 0 \), the PC is constant and is equal to 25%.
2. \( b_1 = 0.95 \) and \( b_0 = -0.27 \), the PC is convex with minimum, 25%, at \( x = 1.5 \).
3. \( b_1 = 0 \) and \( b_0 = 0 \), the PC is constant and is equal to 50%.
4. \( b_1 = 0 \) and \( b_0 = -0.238 \), the PC is convex with minimum, 50%, at \( x = 1.5 \).

Three values for \( a_0 \) are investigated: \( a_0 = 0, \quad a_0 = -0.25 \) and \( a_0 = 0.25 \). The first one corresponds to a homoscedastic regression model. In the second (third) case, \( \sigma(x) \) is concave (convex) with maximum (minimum) at \( x = 1.5 \). Our objective is to study the LL estimator of the median conditional regression function \( \text{med}(X_0) \equiv Q_{0.5}(X_0) \) at \( x_0 = 1.5 \). Note that, since \( Y \) is conditionally distributed as a normal, \( \text{med}(x) \) is actually equal to the conditional mean function \( \mathbb{E}[Y|X = x] \). To study the effect of dependency, we generate our data from an autoregressive process, \( AR(1) \) defined by \( \mathcal{E}_t = \gamma \mathcal{E}_{t-1} + \nu_t \), for any arbitrary sequence \( \mathcal{E}_t \), where the \( \nu_t \) are i.i.d. \( \mathcal{N}(0, 1) \). To get the desired uniform distribution for \( X_t \) we use the probability integral transform method, see El Ghouch and Van Keilegom (2006) for more details about this procedure. Three stationary strong mixing processes were considered in this study:

- **Model 1**: \( X_t \) is generated from an \( AR(1) \), with \( \gamma = 0.5 \), \( \epsilon_t \) and \( \tilde{\epsilon}_t \) are i.i.d.
- **Model 2**: \( X_t \) is generated from an \( AR(1) \), with \( \gamma = -0.5 \), \( \epsilon_t \) and \( \tilde{\epsilon}_t \) are i.i.d.
- **Model 3**: \( X_t, \epsilon_t \) and \( \tilde{\epsilon}_t \) are generated from an \( AR(1) \), with \( \gamma \) equal to 0.8, 0.5 and 0.5, respectively.

The bandwidth parameters \( h_0 \) and \( h_1 \) needed in the estimation procedure were ranged from 0.2 to 3 by a step of 0.1 and 0.05, respectively. The estimated regression function
was evaluated using the 1653 possible combinations of these two bandwidths. We work with the Epanechnikov kernel, $K(x) = (3/4)(1 - x^2)I(-1 \leq x \leq 1)$, for both the Beran estimator of $G_x$ and for the LL smoother of $med(x)$. The MM algorithm described in Section 4 was used. As a starting value for this iterative procedure, we chose the standard LL estimator of the mean regression function based on all the observed data (both censored and uncensored part). The simulations showed that this initial approximation is good enough for a quite quick convergence. To evaluate the finite sample performance of our estimator at each scenario, $N = 500$ replications were used. Two distance measures are approximated, the first one is the mean absolute deviation error (MADE) given by $N^{-1} \sum_{i=1}^{N} |\hat{Q}_{0.5}^{(i)}(x_0) - r(x_0)|$ and the second one is the mean squared error (MSE) defined as $N^{-1} \sum_{i=1}^{N} [\hat{Q}_{0.5}^{(i)}(x_0) - r(x_0)]^2$. Tables 1-3 summarize the results of this simulation study. Each entry in those tables represents the best result, in terms of MADE, obtained over all the tested pairs $(h_0, h_1)$. The minimum obtained value of MSE (denoted below by $mse^*$) appears in column seven within parentheses.

After analyzing and comparing all the obtained results hereafter, we give the main remarks. As expected, the MADE and the MSE increase with censoring. On average, the increase in MADE(MSE) is around 41% (105%) as the PC increases by 100%. The justification of this difference between MSE and MADE comes from the fact that the first one, based on the $L_2$ norm is more sensitive to extreme values than the second one based on the $L_1$ norm. Note also that the bias term is more affected by the increase of the PC than the variance term. Also, it seems that changing the shape of the PC curve, from constant to convex, is less critical. This can be explained by the fact that in the linear approximation, the effectively used data are those close to the investigated point $x_0 = 1.5$ ($h_1 \approx 0.65$). Regarding the dependence in the data, first, by comparing Table 1 and 2, we can see that varying the value of $\gamma$ from 0.5 to $-0.5$ has relatively little effect on the results, although it seems that under the positive dependence, the LL median estimator behaves better than in the negative dependence case. Second and more importantly, Table 3, which reports the ‘strong’ dependence case, indicates relatively large error measures (MADE and MSE). This is essentially due to the increase of the variance of the estimator. The latter remains the most important element of the MSE in all our simulations. Obviously, the resulting variance is also affected by the variation in the simulated data. However, the effect of heteroscedasticity is not clear. This may be explained by the relative robustness of median regression, or more generally quantile regression, to variations in $\sigma^2(.)$. Now, concerning the behavior of the bandwidth parameters, we can remark that $h_1$ remained almost unchanged in all our results with a small tendency to be large with heavy censoring. This attitude can be attributed to the increase in the variation due to censoring. However, $h_0$ behaves differently. In fact, as the PC in the data increases, the optimal value of $h_0$ becomes smaller. For example, in Model 1 with $a_0 = -0.25$ and $b_0 = 0$, the value of $h_0$ changes by 80% as PC changes from 25% to 50%. This is due to the fact that this bandwidth is only used in the estimation of the censoring distribution, a task that becomes easier...
as the PC becomes larger. Another interesting remark related to censoring is the fact that with small PC (25%), $h_0$ is always smaller than $h_1$. The opposite happens when the PC becomes large (50%). In addition, we can see that the way $h_0$ behaves also depends on the degree of dependence in the data and on the shape of the PC curve.

To gain further understanding, Figure 1 displays the boxplots of the MADE with respect to $h_0 = 0.2, 0.3, \ldots, 3$ (see Figures (a1), (b1) and (c1)), and with respect to $h_1 = 0.2, 0.3, \ldots, 3$ (see Figures (a2), (b2) and (c2)). We can clearly see that whatever the values are of $h_0$, the MADE tends to be smaller when $h_1$ is chosen near the optimal value (between 0.6 and 0.7). We can also see that the variations of MADE become larger as $h_1$ moves away from its optimal value. This is especially the case for high percentages of censoring and/or high degrees of dependence. Practically, this means that one can have a good idea about the optimal value of $h_1$ without necessarily having any knowledge of $h_0$. Those remarks remain true in all the other studied cases (not shown here). By contrast, it is not always clear which bandwidth $h_0$ one can choose just by inspecting the left part of Figure 1. In particular, the boxplots (a1), (b1) and (c1) indicate a large instability of the MADE which is only caused by changes in the value of $h_1$. In general, this instability increases as $h_0$ becomes larger. So, we can conclude that the main variation in the quality of the proposed estimator is associated with the bandwidth $h_1$, $h_0$ captures just a small part of this variability.

<table>
<thead>
<tr>
<th>$a_0$</th>
<th>$b_1$</th>
<th>$b_0$</th>
<th>$h_0$</th>
<th>$h_1$</th>
<th>MADE $\times 10^{-2}$</th>
<th>MSE($mse^*$) $\times 10^{-2}$</th>
<th>BIAS $\times 10^{-2}$</th>
<th>VAR $\times 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>0.95</td>
<td>0</td>
<td>1.0</td>
<td>0.65</td>
<td>5.402</td>
<td>0.482(0.481)</td>
<td>2.447</td>
<td>0.423</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>1.1</td>
<td>0.65</td>
<td>5.221</td>
<td>0.455(0.455)</td>
<td>2.011</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>7.742</td>
<td>1.009(1.000)</td>
<td>5.105</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>7.571</td>
<td>0.946(0.944)</td>
<td>4.588</td>
<td>0.735</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.95</td>
<td>1.0</td>
<td>0.65</td>
<td>5.510</td>
<td>0.513(0.510)</td>
<td>2.289</td>
<td>0.461</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>2.5</td>
<td>0.70</td>
<td>5.349</td>
<td>0.475(0.474)</td>
<td>2.016</td>
<td>0.435</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.65</td>
<td>7.858</td>
<td>1.040(0.987)</td>
<td>5.158</td>
<td>0.773</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>7.798</td>
<td>0.978(0.962)</td>
<td>4.857</td>
<td>0.742</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.95</td>
<td>1.0</td>
<td>0.65</td>
<td>5.660</td>
<td>0.543(0.535)</td>
<td>2.057</td>
<td>0.501</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>2.1</td>
<td>0.70</td>
<td>5.384</td>
<td>0.478(0.473)</td>
<td>1.240</td>
<td>0.463</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0.75</td>
<td>7.869</td>
<td>1.106(1.104)</td>
<td>4.858</td>
<td>0.870</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.2</td>
<td>0.65</td>
<td>7.902</td>
<td>1.111(1.111)</td>
<td>4.807</td>
<td>0.880</td>
</tr>
</tbody>
</table>

Table 1: Optimal results for Model 1 ($a_1 = 0.5$).
<table>
<thead>
<tr>
<th>$a_0$</th>
<th>$b_1$</th>
<th>$b_0$</th>
<th>$h_0$</th>
<th>$h_1$</th>
<th>MADE $\times 10^{-2}$</th>
<th>MSE($mse^*$) $\times 10^{-2}$</th>
<th>BIAS $\times 10^{-2}$</th>
<th>VAR $\times 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>0.95</td>
<td>0</td>
<td>1.3</td>
<td>0.65</td>
<td>5.660</td>
<td>0.497(0.496)</td>
<td>2.900</td>
<td>0.413</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>1.4</td>
<td>0.65</td>
<td>5.503</td>
<td>0.468(0.468)</td>
<td>2.490</td>
<td>0.406</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.60</td>
<td>7.992</td>
<td>1.023(1.023)</td>
<td>5.567</td>
<td>0.713</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.65</td>
<td>7.871</td>
<td>1.000(1.002)</td>
<td>5.013</td>
<td>0.748</td>
</tr>
<tr>
<td>0</td>
<td>0.95</td>
<td>0</td>
<td>1.4</td>
<td>0.65</td>
<td>5.788</td>
<td>0.522(0.520)</td>
<td>2.718</td>
<td>0.449</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>2.9</td>
<td>0.65</td>
<td>5.589</td>
<td>0.489(0.485)</td>
<td>1.841</td>
<td>0.455</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.60</td>
<td>8.108</td>
<td>1.052(1.052)</td>
<td>5.389</td>
<td>0.762</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.60</td>
<td>8.018</td>
<td>0.986(0.986)</td>
<td>5.122</td>
<td>0.723</td>
</tr>
<tr>
<td>0.25</td>
<td>0.95</td>
<td>0</td>
<td>1.5</td>
<td>0.65</td>
<td>5.932</td>
<td>0.547(0.547)</td>
<td>2.510</td>
<td>0.484</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>2.8</td>
<td>0.75</td>
<td>5.506</td>
<td>0.470(0.470)</td>
<td>2.394</td>
<td>0.413</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.60</td>
<td>8.296</td>
<td>1.101(1.101)</td>
<td>5.289</td>
<td>0.821</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.60</td>
<td>8.282</td>
<td>1.113(1.113)</td>
<td>5.273</td>
<td>0.835</td>
</tr>
</tbody>
</table>

Table 2: Optimal results for Model 2 ($a_1 = 0.5$).

<table>
<thead>
<tr>
<th>$a_0$</th>
<th>$b_1$</th>
<th>$b_0$</th>
<th>$h_0$</th>
<th>$h_1$</th>
<th>MADE $\times 10^{-2}$</th>
<th>MSE($mse^*$) $\times 10^{-2}$</th>
<th>BIAS $\times 10^{-2}$</th>
<th>VAR $\times 10^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.25</td>
<td>0.95</td>
<td>0</td>
<td>0.7</td>
<td>0.65</td>
<td>6.600</td>
<td>0.700(0.699)</td>
<td>3.417</td>
<td>0.583</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.65</td>
<td>6.506</td>
<td>0.684(0.683)</td>
<td>3.016</td>
<td>0.593</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.003</td>
<td>1.310(1.310)</td>
<td>7.040</td>
<td>0.814</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.000</td>
<td>1.420(1.402)</td>
<td>7.310</td>
<td>0.885</td>
</tr>
<tr>
<td>0</td>
<td>0.95</td>
<td>0</td>
<td>0.9</td>
<td>0.65</td>
<td>6.770</td>
<td>0.742(0.742)</td>
<td>2.966</td>
<td>0.654</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.60</td>
<td>6.667</td>
<td>0.714(0.714)</td>
<td>1.992</td>
<td>0.674</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.201</td>
<td>1.430(1.400)</td>
<td>6.890</td>
<td>0.955</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.163</td>
<td>1.369(1.369)</td>
<td>6.788</td>
<td>0.908</td>
</tr>
<tr>
<td>0.25</td>
<td>0.95</td>
<td>0</td>
<td>0.8</td>
<td>0.60</td>
<td>6.925</td>
<td>0.773(0.773)</td>
<td>2.279</td>
<td>0.721</td>
</tr>
<tr>
<td>-0.27</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.60</td>
<td>6.826</td>
<td>0.752(0.752)</td>
<td>1.890</td>
<td>0.717</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.327</td>
<td>1.441(1.441)</td>
<td>6.688</td>
<td>0.993</td>
</tr>
<tr>
<td>-0.238</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.70</td>
<td>9.012</td>
<td>1.457(1.457)</td>
<td>6.813</td>
<td>0.992</td>
</tr>
</tbody>
</table>

Table 3: Optimal results for Model 3 ($a_1 = 0.5$).
Figure 1: Boxplots of mean absolute deviation error (MADE) for Model 2 and Model 3 with $a_0 = 0.25$, $a_1 = 0.5$ and $b_0 = 0$
6 Bandwidth selection

The practical performance of any nonparametric regression technique depends strongly on the smoothing parameters. Choosing an optimal bandwidth is often problematic. In this section we discuss this problem from a practical point of view in the framework of censored QR with dependent data. Much research has been carried out in the area of mean regression with uncensored data. However, when the observations are subject to censoring, the bandwidth selection question is still unsolved and, even in the independent case, there is no consistent method available in the literature. There is also a limited investigation about bandwidth selection in the context of nonparametric (uncensored) quantile regression. See, for example, Yu and Jones (1998), Zheng and Yang (1998) and Leung (2005) for more about this subject. One of the data-driven methods mostly used in the literature is the cross-validation (CV) technique. The CV criterion approximates the prediction error by removing some observations from the process. To be precise, let’s focus on the median case and suppose for the moment that the data are uncensored. In such a situation, one may use the following local leave-bloc-out CV statistic:

\[
CV_{x_0}(h_1) = n_k^{-1} \sum_{j \in J_k} \phi \left( \hat{med}_r(X_j) - Y_j \right),
\]

where \( \phi \) is a given positive function, \( J_k \) (for some \( 0 < k \leq 1 \)) is the set of the \( n_k = \lfloor nk \rfloor \) nearest neighbor points to \( x_0 \) and \( \hat{med}_r \) is the LL median estimator defined as in (2.2) but without the observations \((X_i, Y_i), i = 1, \ldots, n\) for which \( |i - j| \leq r \). In this study we investigate two choices of \( \phi \): (1) \( \phi(u) = |u| \) and (2) \( \phi(u) = u^2 \). These choices correspond to the \( L_1 \) and the \( L_2 \) cross-validation, respectively. The CV rule given by (6.1) can be seen as a generalization of the conventional global \( L_2 \)-leave-one-out CV \((\phi(u) = u^2, k = 1 \text{ and } r = 0)\). By leaving out more than one observation \((r > 0)\) we omit the data points that may be highly correlated with \((X_j, Y_j)\). On the other hand, with the local adaptation we try to capture the local behavior of the underlying process. Of course, in the case of censoring this procedure cannot be used unless the conditional censoring distribution is known, which is not the case in most practical situations. As an adaptation of this method to the censored situation, we propose the following procedure:

**Algorithm**

(0) Choose a small value for \( r \) and \( k \). Let’s say \( r = 3 \) and \( k = 0.25 \).

(1) For each \( j \) in \( J_k \), do the following: (a) denote by \( I_j \) the index set of all the data \((X_t, Z_t, \delta_t)\) for which \( |t - j| > r \). (b) For each \( i \in I_j \), compute \( \hat{G}_{X_t}(Z_i) \) as given in (2.4) but with only the observations \((Z_t, \delta_t, X_t), t = 1, \ldots, n\), for which \( t \in I_j \). (c) Calculate \( \hat{med}_r(X_j) \) as given by (2.5) but with only the observations \((Z_t, \delta_t, X_t), t = 1, \ldots, n\), for which \( t \in I_j \).
(2) Calculate the censored cross-validation criterion

\[ CCV_{x_0}(h_0, h_1) = n_k^{-1} \sum_{j \in J_k} \phi \left( \hat{\text{med}}_r(X_j) - Z_j \right) . \]

\( CCV_{x_0} \) has to be evaluated several times with different values for \( h_0 \) and \( h_1 \). A natural selection procedure is to choose \((h_0, h_1)\) that simultaneously minimize \( CCV_{x_0}(h_0, h_1) \). Hereafter we will call this approach ‘Method I’. The second method that we propose is based on the following idea. From the results of the simulation study given in the previous section, it is clear that a consistent choice of the bandwidth \( h_1 \) must lead to an estimator with a relative small error term even if the value of \( h_0 \) used to estimate \( G_z \) is not the optimal one. Also, whenever \( h_1 \) is ‘good’, the error terms, as a function of \( h_0 \) should be relatively stable. As a consequence, we propose the following modification:

**Method II**

0) Compute \( CCV_{x_0}(h_0, h_1) \) for all possible combinations of \( h_0 \) and \( h_1 \) from some preselected set \( H_0 \) and \( H_1 \), respectively.

1) Pick \( \hat{h}_1 \) for which the values in \( \{ CCV_{x_0}(h_0, h_1), h_0 \in H_0 \} \), tend (globally) to be small and do not change very much (small variation).

2) Choose \( \hat{h}_0 \) that minimizes \( CCV_{x_0}(h_0, \hat{h}_1) \).

It is better to perform the step (1) of this algorithm via a visual inspection. However, in order to get an automatic approach we propose here to do the following:

- For each value of \( h_1 \in H_1 \), let \( MC(h_1) \) and \( SC(h_1) \) be the mean and the standard deviation of \( \{ CCV_{x_0}(h_0, h_1), h_0 \in H_0 \} \).

- Select the bandwidth \( h_1 \) that corresponds to the minimum of \( MC(h_1) + \lambda SC(h_1) \).

The parameter \( \lambda \geq 0 \) determines the trade-off between the mean and the variance. Choosing a big value for \( \lambda \) means that we penalize those values of \( h_1 \) that are more affected by changes in \( h_0 \).

Due to the high computational cost needed by the cross-validation method, we run a small simulation study based on 100 replication. Our objective here is to compare Method I and Method II. For each simulated dataset, we vary the value of \((h_0, h_1)\) in \( \{0.20, 0.45, \ldots, 2.95\} \times \{0.2, 0.7, \ldots, 2.7\} \). From those pairs we select the best one, then we use the latter to compute the LL median estimator that we denote by \( \tilde{\text{med}}(x_0) \). Let \( \text{med}(x_0) \) be the LL median estimator based on the optimal (fixed) value of \((h_0, h_1)\) as obtained in the last section. As measure of the performance we calculate the empirical mean of \(|\tilde{\text{med}}(x_0) - \text{med}(x_0)|\) evaluated over all the simulated data. Almost in all our simulations we have obtained better results using the \( L_2 \)— cross-validation, that is why we will not show the results corresponding to the \( L_1 \) norm. We will also report only the result for \( \lambda = 0 \), \( \lambda = 1 \) and \( \lambda = 3.5 \), this latter was, in general, the best one.
among a large set of values that we have tested in our simulation study. However, we have remarked that as the percentage of censoring increases, one needs a larger value of $\lambda$ to get better results. This is clearly due to the fact that heavy censoring leads to more variation (instability) in the resulting estimator which affects the choice of $\lambda$. Table 4 below displays the results of this study for Model 2 and Model 3. We can see that Method II produces smaller error term than Method I. This is especially clear for highly censored data. In fact with 50% of censoring, we see that Method I fails while Method II still works whenever the used $\lambda$ is not too ‘bad”. With a good value of $\lambda$ we can notice that Method II enjoys a performance close to the optimal one. This is encouraging, since the data-driven method is feasible while the optimal bandwidths are unknown in real data analysis. We can also remark that there is no significant difference in the performance of Method II between Model 2 and Model 3. Overall, in this simulation study, we have shown the importance of correcting the ‘naïve’ cross-validation approach especially when the censored observations are a large fraction of the available data. Moreover we have demonstrated the accuracy of using Method II to get reasonable bandwidth parameters.

<table>
<thead>
<tr>
<th>Method $\lambda$</th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>I</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>II</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_0$</td>
<td>$b_1$</td>
<td>$b_0$</td>
<td>$a_0$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>-0.25</td>
<td>0.95</td>
<td>0</td>
<td>0.059</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>0.065</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.142</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.150</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0.95</td>
<td>0</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>0.064</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.282</td>
<td>0.133</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.287</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.95</td>
<td>0</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td></td>
<td>0.063</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0.241</td>
<td>0.138</td>
</tr>
<tr>
<td></td>
<td>-0.238</td>
<td></td>
<td>0.253</td>
<td>0.122</td>
</tr>
</tbody>
</table>

Table 4: The estimated error for Method I and Method II.
7 Appendix

We start this section by listing all the extra assumptions needed to prove the asymptotic results given in Section 3. Define \( H_x^0(t) = P(Z \leq t, \delta = 0|X = x) = \int_0^t \tilde{F}_x(s)dG_x(s) \), the sub-CDF of censored observations.

**Assumptions :**

(A1) \( \pi \) is such that \( Q_\pi(x_0) < T_{x_0} \).

(A2) (a) \( f_0(x) \) and \( \dot{Q}_\pi(x) \) are continuous at \( x = x_0 \).
(b) \( G_x(t) \) and \( f_x(t) \) are continuous at \( (x,t) = (x_0, \beta_0) \).

(A3) There exists a neighborhood \( J \) of \( x_0 \) such that :
(a) \( f'_0 \) exists and is Lipschitz on \( J \).
(b) \( x \rightarrow \dot{H}_x(t) \) and \( x \rightarrow \dot{H}_0^x(t) \) exist and are Lipschitz on \( J \) uniformly in \( t \geq 0 \).
(c) \( \sup_{j \geq j_0} \sup_{u,v \in J} f_j(u,v) \leq M_\ast, \) for some \( j_0 \geq 1 \) and \( 0 < M_\ast < \infty, \) where \( f_j(u,v), j = 1, 2, \ldots, \) denotes the density of \((X_1, X_{j+1}) \).

(A4) \( K_0 \) is a symmetric density that has a bounded support, say \([-1, 1]\), with a first derivative \( K'_0 \) satisfying \(|K'_0(x)| \leq \Lambda|x|^\kappa \) for some \( \kappa \geq 0 \) and \( \Lambda > 0 \).

(A5) \( \zeta_\pi(x,t) \) is continuous at \( (x,t) = (x_0, \beta_0) \).

**Proof of Theorem 1.** Let

\[
\beta = \begin{pmatrix} \beta_0 \\ \beta_1 \end{pmatrix}, \quad H_n = \begin{pmatrix} 1 & 0 \\ 0 & h_1 \end{pmatrix}
\]

and \( \tilde{Z}_t = Z_t - \beta_0 - \beta_1(X_t - x_0) \). Put \( \hat{\theta} = a_n^{-1}H_n(\hat{\beta} - \beta) \), or equivalently \( \hat{\theta} = \arg \min_{\theta} L_n(\theta) \), with

\[
L_n(\theta) = \sum_{t=1}^n [\tilde{Z}_t - a_n\theta^T\tilde{X}_{ht}] [\pi - \frac{\delta_t}{G_{X_t}(Z_t)} I(\tilde{Z}_t < a_n\theta^T\tilde{X}_{ht})] K_1(X_{ht}).
\]

The ‘quasi-’gradient of \( -L_n(\theta) \) is given by

\[
\hat{V}_n(\theta) = a_n \sum_{t=1}^n [\pi - \frac{\delta_t}{G_{X_t}(Z_t)} I(\tilde{Z}_t < a_n\theta^T\tilde{X}_{ht})] \tilde{X}_{ht} K_1(X_{ht}).
\]

We also define \( V_n(\theta) \) to be the same as \( \hat{V}_n(\theta) \) but with \( G_x \) instead of \( G_x \). To prove the asymptotic (Bahadur) representation given in Theorem 1, we need the following lemma whose proof is similar to the proof of Lemma A.4 given in Koenker and Zhao (1996).

**Lemma 1** Let \( W_n(\theta) \) be a function such that, for any \( 0 < M < \infty \),

(1) \( -\theta^T W_n(\lambda \theta) \geq -\theta^T W_n(\theta), \forall \lambda \geq 1 \)
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(2) \( \sup_{||\theta|| \leq M} ||W_n(\theta) + D \theta - A_n|| = o_p(v_n) \),
where \( ||A_n|| = O_p(1) \), \( D \) is a positive definite matrix, and \( 0 < v_n = O(1) \). If \( \theta_n \) is such that \( ||W_n(\theta_n)|| = o_p(v_n) \), then \( ||\theta_n|| = O_p(1) \) and \( \theta_n = D^{-1}A_n + o_p(1) \).

We will start by showing the following:

(L1) \( ||[V_n(\theta) - V_n(0)] - \mathbb{E}[V_n(\theta) - V_n(0)]|| = o_p(1) \), uniformly in \( \theta \) over \( A_M := \{ \theta : ||\theta|| \leq M \} \).

(L2) \( ||\mathbb{E}[V_n(\theta) - V_n(0) + D \theta]|| = o(1) \), uniformly in \( \theta \) over \( A_M \), where \( D = f(x_0, \beta_0)A_u \).

(L3) \( ||V_n(0)|| = O_p(1) \).

(L4) \( -\theta^T \hat{V}_n(\lambda \theta) \geq -\theta^T \hat{V}_n(\theta) \), \( \forall \lambda \geq 1 \).

(L5) \( ||\hat{V}_n(\hat{\theta})|| = O_p(a_n) \).

(L6) \( \sup_{||\theta|| \leq M} ||\hat{V}_n(\theta) - V_n(\theta)|| = O_p(a_n^{-1}h_0^2) \).

From now on, \( C \) will denote a generic positive constant independent of \( n \) and \( \theta \) and whose value may change from line to line. Put \( a_1 = \beta_0 + \beta_1(x - x_0) \), \( a_2(\theta) = a_n(\theta_0 + \theta_1(x - x_0)/h_1) \).

**Proof of (L1)**

For any \( \theta \) and \( \hat{\theta} \) such that \( ||\theta|| \leq M \) and \( ||\hat{\theta} - \theta|| \leq \iota \), for some \( M \) and \( \iota > 0 \), define

\[
\Delta_n^i(\theta, \hat{\theta}) = a_n \sum_t \frac{\delta_t}{G_{X_t}(Z_t)} Z_t^i(\theta, \hat{\theta}) X_{ht} K_1(X_{ht}), \quad i = 0, 1,
\]

with \( Z_t^i(\theta, \hat{\theta}) := I(Z_t < a_{X_t}^1 + a_{X_t}^2(\theta)) - I(Z_t < a_{X_t}^1 + a_{X_t}^2(\hat{\theta})) \). When no confusion is possible, we will omit \( \theta \) and \( \hat{\theta} \) in all our notations. Clearly \( V_n(\theta) - V_n(\hat{\theta}) = (\Delta_n^0, \Delta_n^1)^T \), and, by stationarity,

\[
\begin{align*}
\text{Var}[\Delta_n^0] &= a_n^2 \{n \text{Var} \left[ \frac{\delta_t}{G_{X_t}(Z_t)} Z_t^i K_1(X_{ht}) \right] + 2n \sum_{j=1}^n (1 - j/n)C_j(\theta, \hat{\theta}) \} \\
&\leq a_n^2 \{n \text{Var} \left[ \frac{\delta_t}{G_{X_t}(Z_t)} Z_t^i K_1(X_{ht}) \right] + 2n \sum_{j=1}^n |C_j| \} \quad (7.1)
\end{align*}
\]

where \( C_j = \text{Cov} \left( Z_t^i, Z_{j+1}^i \right) \).

Using the fact that \( |I(y < b) - I(y < a)| \leq I(b - |a - b| \leq y \leq b + |a - b|) \), we can see that

\[
|Z_t^i(\theta, \hat{\theta})| \leq I(a_{X_t}^1 + a_{X_t}^2(\hat{\theta}) - C_{ta_n} \leq Z_t \leq a_{X_t}^1 + a_{X_t}^2(\hat{\theta}) + C_{ta_n}) := \tilde{Z}_t^i(\hat{\theta}), \quad (7.2)
\]

for some \( C > 0 \) and for any \( t \) such that \( |X_t - x_0| \leq h_1 \).
By assumptions (A1) and (A2.b), since \( a^1_x + a^2_x(\bar{\theta}) \xrightarrow{x \to x_0} \beta_0 \), we can see that, for \( n \) sufficiently large and for any \( t \in \{ t : |X_t - x_0| \leq h_1, Z_t \leq a^1_{X_t} + a^2_{X_t} + C \tau a_n \} \), \( G_{X_t}(Z_t) \leq G_{x_0}(\beta_0) + \epsilon < 1 \), for some \( \epsilon > 0 \). So, as \( n \to \infty \),

\[
\mathbb{V} \mathbb{a} \mathbb{r}[\frac{\delta_t}{G_{X_t}(Z_t)} Z_t^* K_1(X_{ht})] \\
\leq C \mathbb{E}[\frac{\delta_t}{G_{X_t}(Z_t)} Z_t^* K_1^2(X_{ht})] \\
= C \mathbb{E}\{F_{X_t}(a^1_{X_t} + a^2_{X_t} + C \tau a_n) - F_{X_t}(a^1_{X_t} + a^2_{X_t} - C \tau a_n)] K_1^2(X_{ht})\} \\
\leq C \tau a_n h_1, 
\]

(7.3)

where in the last inequality we have used the fact that \( \mathbb{E}(K_1^2(X_{ht})) = O(h_1) \), and the fact that, by Taylor development, \( F_x(a^1_x + a^2_x(\bar{\theta}) + C \tau a_n) - F_x(a^1_x + a^2_x(\bar{\theta}) - C \tau a_n) \leq C \tau a_n \). Using Cauchy-Schwartz inequality, (7.3) implies that

\[
|C_j| \leq \mathbb{V} \mathbb{a} \mathbb{r}[Z_j^*[\delta_j/G_{X_t}(Z)] K_1(X_{ht})] = o(h_1). 
\]

(7.4a)

Remark also that, by Assumption (A3.c), we have, for any \( j \geq j \),

\[
|C_j| \leq \mathbb{E}[Z_j^* Z_{j+1}^*[\delta_j/G_{X_t}(Z)] [\delta_{j+1}/G_{X_{j+1}}(Z_{j+1})] K_1(X_{h_1}) K_1(X_{h_{j+1}})] \\
+ \mathbb{E}[Z_j^* [\delta_j/G_{X_t}(Z)] K_1(X_{ht})]^2 \\
\leq C \mathbb{E}[K_1(X_{h_1}) K_1(X_{h_{j+1}})] + C \mathbb{E}[K_1(X_{ht})]^2 \\
\leq C u^2 \mu h^2_{1} + C \mathbb{E}[K_1(X_{ht})]^2 \\
= O(h^2_1). 
\]

(7.4b)

By applying Billingsley’s inequality, see e.g. Corollary 1.1 in Bosq (1998), as \( n \to \infty \),

\[
|C_j| \leq C j^{-\nu}. 
\]

(7.4c)

Let \( 0 < k_n \to \infty \). From (7.4) it follows that, \( \sum_{j=1}^{n} |C_j| \leq \sum_{j=1}^{j^*} |C_j| + \sum_{j=j^*+1}^{k_n} |C_j| \leq o(h_1) + O(k_n h^2_1) + O(k_n^{1-\nu}) \). This together with (7.1) and (7.3) leads to \( \mathbb{V} \mathbb{a} \mathbb{r} [\Delta^0_n] = o(1) + O(k_n h_1) + O(h^{-1}_n k_n^{1-\nu}) \), which converges to 0 whenever \( k_n = h^{-s}_1 \), with \( (\nu - 1) - s < 1 \). We deduce that \( \Delta^1_n - \mathbb{E}[\Delta^1_n] = o_p(1) \). The same procedure can also be applied to show that \( \Delta^1_n - \mathbb{E}[\Delta^1_n] = o_p(1) \), hence, we conclude that

\[
|||V_n(\theta) - V_n(\tilde{\theta})| - \mathbb{E}[V_n(\theta) - V_n(\tilde{\theta})||| = o_p(1). 
\]

(7.5a)

On the other hand, using (7.2), as \( n \to \infty \),

\[
|||E[V_n(\theta) - V_n(\tilde{\theta})]| |\leq C a_n \mathbb{E}\sum_{t=1}^{n} \frac{\delta_t}{G_{X_t}(Z_t)} \tilde{Z}_t^*(\tilde{\theta}) K_1(X_{ht}) 
\]

(7.5b)

\[
|V_n(\theta) - V_n(\tilde{\theta})| \leq C a_n \sum_{t=1}^{n} \frac{\delta_t}{G_{X_t}(Z_t)} \tilde{Z}_t^*(\tilde{\theta}) K_1(X_{ht}). 
\]

(7.5c)
Note that the right part of those inequalities does not depend on $\theta$. Moreover, following the same treatment as we have done above, see (7.3),

$$
\mathbb{E}[a_n \sum_t \delta_t \frac{\partial_t}{G_{X_t}(Z_t)} \tilde{Z}_t K_1(X_{ht})] \leq C_t
$$

Therefore, by letting $t \to 0$, we get

$$
||\mathbb{E}[V_n(\theta) - V_n(\hat{\theta})]|| = o_p(1) \quad ||V_n(\theta) - V_n(\hat{\theta})|| = o_p(1).
$$

The desired uniform consistency given in (L1) follows from (7.5) by using a chaining argument as in Hallin et al. (2005).

**Proof of (L2)**

First note that, by definition of $V_n(\theta)$,

$$
\mathbb{E}[V_n(\theta) - V_n(0)] = na_n \mathbb{E}[\tilde{b}(\theta, X_t) \tilde{X}_{ht} K_1(X_{ht})],
$$

where $\tilde{b}(\theta, x) = F_x(a^1_x) - F_x(a^1_x + \eta a^2_x(\theta))$.

By Taylor development, we have that, for some $0 < \eta < 1$, $\tilde{b}(\theta, x) = -a^2_x(\theta) f_x(a^1_x + \eta a^2_x(\theta))$. This implies that,

$$
\mathbb{E}[V_n(\theta) - V_n(0)] = -h^{-1} \mathbb{E}[\tilde{X}_{ht} \tilde{X}_{ht}^T f_X(a^1_x + \eta a^2_x(\theta)) K_1(X_{ht})] \theta.
$$

To complete the proof observe that, by Assumption (A2.a) and (A2.b),

$$
\sup_{||\theta|| \leq M, |x - x_0| \leq h_1} |f_x(a^1_x + \eta a^2_x(\theta)) - f_{x_0}(\beta_0)| \to 0, \quad \text{and}
$$

$$
\frac{1}{h_1} \int \left(\frac{x - x_0}{h_1}\right)^i K_1 \left(\frac{x - x_0}{h_1}\right) f_0(x) dx \to f_0(x_0) u_i, \quad i = 0, 1, 2.
$$

**Proof of (L3)**

Remark that $V_n(0) = (V_n^0(0), V_n^1(0))^T$, with

$$
V_n^i(0) = a_n \sum_t [\pi - I(Z_t < a^1_{X_t})] \frac{\partial_t}{G_{X_t}(Z_t)} \tilde{X}_{ht} K_1(X_{ht}), \quad i = 0, 1.
$$

We have that

$$
\mathbb{E}[V_n^0(0)] = na_n \int \left(\pi - F_x(a^1_x)\right) K_1 \left(\frac{x - x_0}{h_1}\right) f_0(x) dx.
$$

By first and second order Taylor development of $t \to F_x(t)$ and $x \to Q_x(x)$, respectively, we can see that, for some $0 < \eta_1, \eta_2 < 1$,

$$
\pi - F_x(a^1_x) = F_x(Q_x(x)) - F_x(a^1_x)
$$

$$
= [Q_x(x) - a^1_x] f_x(a^1_x + \eta_1 (Q_x(x) - a^1_x))
$$

$$
= 2^{-1} (x - x_0)^2 \tilde{Q}_x(x + \eta_2 (x - x_0)) f_x(a^1_x + \eta_1 (Q_x(x) - a^1_x)).
$$
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By assumption (A2.a) and (A2.b) and the fact that $nh_1^5 = O(1)$ (see assumption (i) in the statement of the theorem), we deduce that $\mathbb{E}[V_n^0(0)] = na_nh_1^3(u_2/2)\tilde{Q}_\pi(x_0)f(x_0, \beta_0) + o(1) = O(na_nh_1^3) + o(1) = O(1)$. Now, we need to show that $\mathbb{V}(V_n^0(0)) = O(1)$. This can be done by first noticing that $\mathbb{V}(\tilde{q}_\pi(x_0)f(x_0, \beta_0) + o(1) = O(na_nh_1^3) + o(1) = O(1)$. To conclude the proof, one can easily check whenever Assumptions (A3) and (A4) and Assumptions (ii) and (iv) give $n$ in the statement of the theorem, are fulfilled. To conclude the proof, one can easily check $V_n^1(0) = O_p(1)$. From this we conclude that $V_n(0) = O_p(1)$.

Proof of (L4)
Using the fact that $\delta_t/\tilde{G}_{X_1}(Z_t)$ and $K_1(X_{ht})$ are nonnegative quantities, it is easy to check that, for a given $\theta$, $\lambda \rightarrow -\theta\hat{V}_n(\lambda\theta)$ is a nondecreasing function which implies the desired result.

Proof of (L5)
(L5) is a direct application of the following result:

Lemma 2 For any random vectors $X_t \in \mathbb{R}^p$ and $(A_t, B_t, C_t)^T \in \mathbb{R}^3$, $t = 1, \ldots, n$, let $\theta_n = \arg \min_{\theta \in \mathbb{R}^p} \sum_{t}[A_t - \theta^T X_t]|\pi - B_t I(A_t < \theta^T X_t)|C_t$. If $B_t$ and $C_t \geq 0$, $X_t$ is continuous and $||\theta_n|| < \infty$ then, with probability one

$$||\sum_t X_t[\pi - B_t I(A_t < \theta_t^T X_t)]C_t|| \leq p \max_t ||B_tC_tX_t||$$

The proof of this lemma follows along the same lines as in the proof of Lemma A.2 in Ruppert and Carroll (1980).

Proof of (L6)
Since $K_1$ is nonnegative,

$$a_n||\hat{V}_n(\theta) - V_n(\theta)|| \leq \frac{1}{nh_1} \sum_{i=1}^n K_1 \left( \frac{X_i - x_0}{h_1} \right) \sup_{t \in \mathbb{A}_n(\theta)} \frac{|\tilde{G}_{X_1}(Z_t) - G_{X_1}(Z_t)|}{G_{X_1}(Z_t)} G_{X_1}(Z_t),$$

where $A_n(\theta) = \{ t : |X_t - x_0| \leq h_1$ and $Z_t < \beta_0 + \beta_1(X_t - x_0) + a_n\theta^T \tilde{X}_t \}$. For $n$ sufficiently large and for any $\theta$ such that $||\theta|| \leq M$, using the fact that $K_1$ has a compact support, assumption (A1) and (A2.b), one can find a neighborhood $\tilde{J} \subset \mathbb{J}$ of $x_0$ and an $\varepsilon > 0$ such that, if $t \in A_n(\theta)$ then $X_t \in \tilde{J}$, $Z_t \leq \beta_0 + \varepsilon < T_{x_0}$ and $G_{X_1}(Z_t) \leq G_{X_1}(\beta_0) + \varepsilon < 1$. On the other hand, by Theorem 3.1(II) in El Ghouch and Van Keilegom (2006), we have that

$$\sup_{x \in \mathbb{J}} \sup_{s \in [0, \beta_0 + \varepsilon]} |\tilde{G}_x(s) - G_x(s)| = O_p(h_0^3),$$

whenever Assumptions (A3) and (A4) and Assumptions (ii) and (iv) given in the statement of the theorem, are fulfilled. To conclude the proof, one can easily check
that, by Assumptions (A2.a) and (A3.c),

\[
\frac{1}{nh_1} \sum_{i=1}^{n} K_1 \left( \frac{X_i - x_0}{h_1} \right) = O_p(1).
\]

Now that we have shown (L1)-(L6), we continue with the proof of Theorem 1. (L1), (L2) and (L6) imply that

\[
||\hat{V}_n(\theta) + D\theta - V_n(0)|| \leq ||\hat{V}_n(\theta) - V_n(\theta)|| + ||(V_n(\theta) - V_n(0)) - \mathbb{E}(V_n(\theta) - V_n(0))||
\]

\[
+ ||\mathbb{E}(V_n(\theta) - V_n(0)) + D\theta|| = o_p(1) + O_p(a_n^{-1}h_0^2),
\]

(7.6)

uniformly over \(\{\theta : ||\theta|| \leq M\}\). This together with (L3), (L4), (L5), (iii) (see statement of the theorem) and Lemma 1, implies that

\[
||\hat{\theta}|| = O_p(1),
\]

which, by (7.6), leads to

\[
\hat{\theta} = D^{-1}V_n(0) + O_p(a_n^{-1}h_0^2) + o_p(1)
\]

\[
= \Lambda^{-1}_a / f(x_0, \beta_0)[a_n \sum_i e_i \tilde{X}_{ht} K_1(X_{ht}) + B_n] + O_p(a_n^{-1}h_0^2) + o_p(1),
\]

where \(e_t\) is defined in the theorem and \(B_n = (B_n^0, B_n^1)^T\), with

\[
B_n^i = a_n \sum_{i=1}^{n} \left[ I(Z_t < Q_\pi(X_t)) - I(Z_t < a_{X_t}^1) \right] \frac{\delta_i}{G_{X_t}(Z_t)} X_{ht}^i K_1(X_{ht}), \text{ for } i = 0, 1.
\]

To get exactly the asymptotic expression given in Theorem 1, and so to conclude the proof, we still have to show that \(B_n = (a_n^{-1}h_0^2/2)(u_2, u_3)^T \bar{Q}_\pi(x_0)f(x_0, \beta_0) + o_p(a_n^{-1}h_0^2) + o_p(1)\). This can be done by checking that, for \(i = 0, 1\),

\[
\mathbb{E}(B_n^i) = na_n \mathbb{E}\left\{ [F_{X_t}(Q_\pi(X_t)) - F_{X_t}(a_{X_t}^1)] X_{ht}^i K_1(X_{ht}) \right\}
\]

\[
= a_n^{-1}h_0^2/2[\bar{Q}_\pi(x_0)f(x_0, \beta_0)u_{i+2} + o(1)], \quad (7.7a)
\]

and

\[
\text{Var}(B_n^i) = o(1). \quad (7.7b)
\]

(7.7a) and (7.7b) can be proved by following the same treatment as we have done above for \(\mathbb{E}[V_n^i(0)]\), see the proof of (L3), and for \(\text{Var}[\Delta_n^i]\), see the proof of (L1), respectively.

\[\Box\]

**Proof of Theorem 2.** In order to establish the asymptotic normality, it suffices, by Theorem 1, to show that

\[
A_n := a_n \sum_{i=1}^{n} e_i \tilde{X}_{ht} K_1(X_{ht}) \overset{\mathcal{L}}{\rightarrow} \mathcal{N}(0, f_0(x_0)\zeta(x_0, \beta_0)\Omega_v).
\]
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By the Cramer-Wold device, this is equivalent to showing that for any linear combination $c^T A_n \overset{d}{\rightarrow} \mathcal{N}(0, f_0(x_0) \zeta(x_0, \beta_0)c^T \Omega_x c)$. First note that $\mathbb{E}(\epsilon_t | X_t) = \pi - F_{X_t}(Q_\pi(X_t)) = 0$, and

$$\mathbb{E}(\epsilon_t^2 | X_t) = \mathbb{E}\left[ \frac{\delta_t}{G^2_{X_t}(Z_t)} I(Z_t < Q_\pi(X_t))|X_t\right] - \pi^2 = \zeta_\pi(X_t, Q_\pi(X_t)).$$

On the other hand, by assumption (A2.a) and (A5), we have that

$$\frac{1}{h_1} \int \zeta_\pi(x, Q_\pi(x)) \left( \frac{x - x_0}{h_1} \right)^i K_1 \left( \frac{x - x_0}{h_1} \right) f_0(x) dx \rightarrow \zeta_\pi(x_0, \beta_0) f_0(x_0) v_i, \ i = 0, 1, 2.$$

This implies that $\text{Var}[e_t c^T \tilde{X}_{ht} K_1(X_{ht})] = h_1 \left[ f_0(x_0) \zeta_\pi(x_0, \beta_0) c^T \Omega_x c + o(1) \right]$. Now, by stationarity, $\text{Var}[c^T A_n] = 1/(n h_1) \left\{ n \text{Var}[e_t c^T \tilde{X}_{ht} K_1(X_{ht})] + 2 n \sum_{j=1}^n (1 - j/n) C^+_j \right\}$, where $C^+_j = \text{Cov}(e_t c^T \tilde{X}_{ht} K_1(X_{ht}), e_{j+1} c^T \tilde{X}_{ht(j+1)} K_1(X_{ht(j+1)}))$. Using Assumption (A3.c) (with $j_1 = 1$), we can easily see that $C^+_j \leq C \mathbb{E}[K_1(X_{ht}) K_1(X_{ht(j+1)})] = O(h_1^2)$, for any $j \geq 1$.

So, by an appropriate choice of $k_n \rightarrow 0$ and using Billingsley’s inequality, $\sum_{j=1}^n |C^+_j| \leq \sum_{j=1}^{k_n} |C_j| + \sum_{j \geq k_n+1} |C^+_j| = O(k_n h_1^2) + O(k_n^{1/2}) = o(h_1)$. Thus, we have shown that $\mathbb{E}[c^T A_n] = 0$, and $\text{Var}[c^T A_n] \rightarrow f_0(x_0) \zeta(x_0, \beta_0) c^T \Omega_x c$.

It remains to prove that $c^T A_n$ is asymptotically normal. This can be done by using the well known small-blocks and large-blocks technique and then by verifying the standard Lindeberg-Feller conditions exactly as it was done, for example, in Masry and Fan (1997). Details are omitted. \[ \square \]
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