Unsupervised relevance analysis for feature extraction and selection
A distance-based approach for feature relevance
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Abstract: The aim of this paper is to propose a new generalized formulation for feature extraction based on distances from a feature relevance point of view. This is done within an unsupervised framework. To do so, it is first outlined the formal concept of feature relevance. Then, a novel feature extraction approach is introduced. Such an approach employs the M-norm as a distance measure. It is demonstrated that under some conditions, this method can readily explain literature methods. As another contribution of this paper, we propose an elegant feature ranking approach for feature selection followed from the spectral analysis of the data variability. Also, we provide a weighted PCA scheme revealing the relationship between feature extraction and feature selection. To assess the behavior of the studied methods within a pattern recognition system, a clustering stage is carried out. Normalized mutual information is used to quantify the quality of resultant clusters. Proposed methods reach comparable results with respect to literature methods.

1 Introduction

Feature extraction and selection methods are mostly aimed at obtaining a new representation space by reducing the dimension of input data following a certain criterion. The former transforms the input data into a lower dimensional data. The latter chooses variables from input data keeping those that best fulfill a selection criterion. Both methods are often associated to data mining tasks of classification or clustering (Cai et al., 2010). Then, they provide a lower dimensionality space while preserving the relevant discriminatory information. Among the feature extraction methods, those based on linear transformation - specially principal component analysis (PCA) - are probably the most popular. Even though many new complex methods for dimensionality reduction and data representation have been recently introduced (Lee and Verleysen, 2007), PCA and its variants still remain appealing and suitable techniques due to their non-parametric nature, and easiness for both implementation and outcome interpretation. For instance, some remarkable applications are change detection (Kuncheva and Faithfull, 2012), image segmentation (Zhang et al., 2010), and biomedical signal classification (Rodríguez-Sotelo et al., 2012). Also, PCA is very versatile allowing for weighted versions – WPCA (Wolf and Bileschi, 2005) and kernel extensions – KPCA (Liu Fan and Tong, 2012). Some recent approaches have been focused on new aspects of interest such as sparsity (Journée et al., 2010) and rank robustness (Candès et al., 2011).

This work outlines a formal definition of feature relevance within a distance-based framework. Following from this definition, a generalized feature extraction approach is introduced. Such an approach transforms linearly the data by taking advantage of the spectral information of a quadratic form in terms of the data matrix. Here, the relevance concept is referred to ranking features regarding a specific optimality criterion aiming to determine either a subset of features or establish how much
each feature contributes to optimizing such a criterion. In practice, optimality criterion is set for improving the performance of a pattern recognition system. The method proposed here is a generalized distance-based feature extraction approach (GDFE), which employs the M-norm as a distance measure (Rassias, 1997). It is demonstrated that under some conditions, this method naturally yields conventional Euclidean-distance-based approaches (Principal Component Analysis - PCA) as well as a quadratic formulation ($Q - \alpha$ method (Wolf and Bileschi, 2005)). Also, as an important contribution of this paper, a relevance ranking approach based on the covariance matrix spectrum is presented. In addition, this work describes an approach to combine feature extraction with feature selection to yield improved weighted approaches (Weighted PCA - WPCA).

This paper is organized as follows: Section 2 outlines the basics of the definition of relevance based on distances. Section 3 introduces the generalized framework and a novel feature selection approach. Also, it shows the links with other methods. Finally, experimental results and conclusions are presented in Sections 4 and 5, respectively.

2 Definition of feature relevance

According to a specific criterion, relevance analysis (RA) distinguishes those features that best represent determined input data and/or most contribute to effectively discriminate among the disjoint data subsets into the whole input data set. Such features are named relevant features. Thus, RA also recognizes features whose representation or discrimination capability is lower, named irrelevant features, as well as those having repeated information (redundant features). In general, relevant variables are determined as those having the maximal ranking values. In the following it is outlined the formal definition of relevance and how it can be estimated by a distance based approach. Let us consider a data matrix $X \in \mathbb{R}^{N \times d}$ comprising $N$ data points or samples described by a $d$-dimensional feature set such that $X = [x_1, \ldots, x_N]^\top = [\xi_1, \ldots, \xi_d]$, where $\xi_i \in \mathbb{R}^d$ is the column $i$ of data matrix representing the $i$-th feature, and $x_i$ is the row $i$ standing for the $i$-th data point. Then, for each one of the features a relevance function $g$ can be defined as follows: $g : \mathbb{R}^{N \times d} \times \mathbb{R}^N \to \mathbb{R}^+ \quad (X, \xi_i) \mapsto g(X, \xi_i)$, such that the value of $g(X, \xi_i)$ increases when the relevance of $i$-th variable is greater, otherwise it should decrease. Notice that function $g$ matches each variable $\xi_i$ with an unique non-negative value $g(X, \xi_i)$, here called relevance or ranking value. The $\ell$-th relevance value has a significant meaning to determine if the corresponding feature is relevant for either representation or classification purposes. To qualify $g$ as a relevance function, once a proper criterion is established, the following axioms must be satisfied (Sepúlveda-Cano et al., 2011):

- **Nonnegativity**, i.e. $g(X, \xi_i) \geq 0$, $\forall \ell \in [1, d]$.
- **Nullity**, the function $g(X, \xi_i)$ is zero if the feature $\xi_i$ is not relevant at all.
- **Non-redundancy**, if $\xi_i = a\xi_j + b1_d$, where $a, b \in \mathbb{R}$, $\forall \ell \neq l$, and $1_d$ is a $d$-dimensional all ones vector, then $|g(X, \xi_i) - g(X, \xi_j)| \to 0$.

Here, a relevance analysis via a dissimilarity-based cost function is presented. Suppose that a low-rank representation $\hat{X} \in \mathbb{R}^{N \times d}$ of data matrix $X$ is known, such that rank($\hat{X}$) = $p$ being $p < d$. Note that this assumption is applicable when the number of samples is less than that of features ($N < d$) and $X$ is a full-rank matrix (rank($X$) = $d$). Matrix $\hat{X}$ must be formed in such a way that the effect of the most relevant features is captured while some dissimilarity measure $f$ between $X$ and $\hat{X}$ is minimized.

3 Feature extraction and selection

Assume the feature or data matrix $X$ being centered, that is to say with zero mean regarding its columns. This can be readily done by $X \leftarrow X - (1/N)1_N 1_N\top X$. Then, we can extract features by means of a linear combination with a $d$-dimensional base arranged in a rotation matrix projection matrix $V \in \mathbb{R}^{d \times d}$, such that $V = [v_1, \ldots, v_d]$ and $v_i \in \mathbb{R}^d$ represents the $\ell$-th column. To guarantee the linear independency of column vectors, matrix $V$ is assumed to be orthonormal, which implies that $|v_i|^2 = 1$ for all $\ell$, as well as $v_i v_j = 0$ for $\ell \neq k$. Accordingly, projected data matrix $Y \in \mathbb{R}^{N \times d}$ can be calculated as: $Y = XV$.

Dimensionality reduction over the new representation space: Generally, the projection is performed over a lower dimensional space, which means that data are projected with a low-rank representation of rotation matrix $\hat{V} \in \mathbb{R}^{d \times p}$ being $p < d$. Therefore, a truncated projected data matrix $\hat{Y} \in \mathbb{R}^{N \times p}$ can be written as: $\hat{Y} = \hat{X} \hat{V}$. Likewise, a lower-rank data matrix $\tilde{X} \in \mathbb{R}^{N \times \tilde{d}}$ can be obtained by reconstructing the data matrix using $\check{V}$ instead of the whole orthonormal base. Then, we can also write that $\tilde{X} = \check{Y} \check{V}^\top = \check{X} \check{V} \check{V}^\top$. As
mentioned above, to quantify how accurately \( \hat{X} \) represents \( X \), a distance-based error function \( d(X, \hat{X}) \) is used.

### 3.1 Generalized-distance-based feature extraction (GDFE)

To quantify the dissimilarity between \( X \) and \( \hat{X} \), we propose a generalized M-inner norm regarding to any positive semi-definite matrix \( \Omega \in \mathbb{R}^{N \times N} \) not as \( d(X, \hat{X}) = \|X - \hat{X}\|_\Omega^2 \). For easiness, a squared version is considered. Then, aiming to determine the best truncated representation, we can pose the following optimization problem:

\[
\min_{\mathbf{V}} \|X - \hat{X}\|_\Omega^2 \quad \text{s. t.} \quad \mathbf{V}^\top \mathbf{V} = \mathbf{I}_p, \tag{1}
\]

where \( \mathbf{I}_p \) denotes a \( p \)-dimensional identity matrix.

**Theorem 3.1.** (Optimal low-rank representation) A feasible optimal solution of the problem

\[
\min_{\mathbf{V}} \|X - \hat{X}\|_\Omega^2 \quad \text{s. t.} \quad \mathbf{V}^\top \mathbf{V} = \mathbf{I}_p
\]

is selecting \( \mathbf{V} \) as the \( p \) largest eigenvectors of \( X^\top \Omega X \).

**Proof 3.1.** From the inner product definition and applying some trace properties, we can write a dual formulation as

\[
\max_{\mathbf{V}} \text{tr}(\mathbf{V}^\top X^\top \Omega X \mathbf{V}) \quad \text{s. t.} \quad \mathbf{V}^\top \mathbf{V} = \mathbf{I}_p. \tag{2}
\]

Previous quadratic formulation can be readily solved by an eigenvector decomposition.

Low-dimension parameter \( p \) can be set by an explained variance criterion so as to capture the \( n \% \) of explained variance. Let \( \hat{\bm{\lambda}} \) be the normalized eigenvalues vector of matrix \( X^\top \Omega X \) such that \( \hat{\lambda}_i = \lambda_i / \sum_{j=1}^d \lambda_j \). Then, value \( p \) is chosen as that satisfying the condition \( \sum_{i=1}^p \hat{\lambda}_i \approx n/100 \).

According to the previous statements, feature extraction can be done by a linear projection \( \mathbf{Y} = X \mathbf{V} \) where \( \mathbf{V} \) are the eigenvectors of \( X^\top \Omega X \). Due the \( \mathbf{V} \) arises from a maximization problem, its column vectors must be arranged in a decreasing order regarding the eigenvalues \( \lambda_i \), so if \( \mathbf{V} = [\mathbf{v}_1, \ldots, \mathbf{v}_d] \), \( \lambda = [\lambda_1, \ldots, \lambda_d] \) and \( \lambda_i \) corresponds to \( \mathbf{v}_i \), then \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_d \). Likewise, the dimensionality reduction process over the projected space is carried out with \( \mathbf{Y} = X \mathbf{V} \) where \( \mathbf{V} \) is formed by the first \( p \) columns of \( \mathbf{V} \).

**Euclidean norm-based Approach:** Assuming the particular case \( \Omega = I_N \), the original problem expressed in (1) is reduced to be:

\[
\min_{\mathbf{V}} \|X - \hat{X}\|_2^2 \quad \text{s. t.} \quad \mathbf{V}^\top \mathbf{V} = \mathbf{I}_p,
\]

where \( \| \cdot \|_2 \) represents the Euclidean norm. In fact, when \( \Omega = I_N \), term \( \|X - \hat{X}\|_\Omega^2 \) becomes

\[
\|X - \hat{X}\|_2^2 = \text{tr} \left( (X - \hat{X})^\top (X - \hat{X}) \right) = \|X - \hat{X}\|_2^2.
\]

Then, the dual problem can be written as

\[
\max_{\mathbf{V}} \text{tr} \left( \mathbf{V}^\top X^\top X \mathbf{V} \right) \quad \text{s. t.} \quad \mathbf{V}^\top \mathbf{V} = \mathbf{I}_p
\]

and establish as a goal determining how much each variable \( \xi_i \) contributes to minimize such cost function.

**Theorem 3.2.** (Ranking vector) Let \( \Lambda = \text{Diag}(\lambda_1, \ldots, \lambda_d) \) and \( \mathbf{V} = [\mathbf{v}_1, \ldots, \mathbf{v}_d] \) the eigendecomposition of \( X^\top X \). The ranking of how much each variable \( \xi_i \) contributes to minimize such cost function can be calculated as:

\[
\eta = \sum_{l=1}^p \lambda_l \mathbf{v}_l \circ \mathbf{v}_l, \tag{4}
\]

being \( \circ \) the Hadamard product \( \eta = [\eta_1, \ldots, \eta_d] \) and \( \eta_l \) the rank value for \( \xi_l \).

**Proof 3.2.** Let us consider the singular value decomposition

\[
\mathbf{X} = \mathbf{U} \Sigma \mathbf{V}^\top = \sum_{l=1}^d s_l \mathbf{u}_l \mathbf{v}_l^\top, \tag{5}
\]
and $\xi_i \in \mathbb{R}^N$ be the $\ell$-th column of $X$. Then, $Q' = [v_1 \ldots v_p] \in \mathbb{R}^{d \times d}$ are the eigenvectors of $X^T X$ as well as $U = [u_1 \ldots u_N] \in \mathbb{R}^{N \times N}$ are the eigenvectors of $XX^T$. Matrix $S \in \mathbb{R}^{N \times d}$ is formed by the singular values $\{s_1, \ldots, s_d\}$. Eigenvectors must be normalized in such a way that $\|u_i\| = 1$ and $\|v_i\| = 1$ for all $\ell \in \{1, \ldots, d\}$ and $i \in \{1, \ldots, N\}$ in order to guarantee that the base becomes orthonormal. Consider any vector $\xi_i$ and its lower-rank representation $\tilde{\xi}_i$, which can be expressed as a linear combinations as follows: $\xi_i = \sum_{\ell=1}^d c_{i\ell} u_{\ell}$ and $\tilde{\xi}_i = \sum_{\ell=1}^p c_{i\ell} u_{\ell}$, where $c_{i\ell}$ is the $i$-th coefficient associated to $\ell$-th column and $p < d < N$. Afterwards, since $\|\xi_i - \tilde{\xi}_i\|^2_2 = \sum_{\ell=p+1}^d c_{i\ell}^2$ and $\|\xi_i\|^2_2 = \sum_{\ell=1}^p c_{i\ell}^2 = \sum_{\ell=1}^p c_{i\ell}^2 + \sum_{\ell=p+1}^d c_{i\ell}^2$, minimizing $\|\xi_i - \tilde{\xi}_i\|^2_2$ is the same as maximizing $\sum_{\ell=p+1}^d c_{i\ell}^2$.

Recalling equation (5), we have that

$$\text{tr}(V^T \Omega V) = \sum_{i=1}^p \lambda_i v_i^2 \quad \text{tr}(V v_i^T v_i) = \sum_{i=1}^p \lambda_i v_i^T v_i.$$  

Thus, we can infer that the contribution of $\xi_i$ to either maximize the quadratic form $\text{tr}((U^T \Omega U) v_i)$ or minimize $\|X - X^\prime\|^2_2$ is given by $\eta_i = \frac{\sum_{\ell=1}^p s_\ell^2 v_i^\top v_i}{\sum_{\ell=1}^p s_\ell^2}$, where $v_i$ is the entry $\ell$ of vector $v_i$. Finally, gathering all the $d$ dimensions in vector $\eta$, the ranking vector becomes

$$\eta = \frac{\sum_{\ell=1}^d \lambda_\ell v_\ell}{v_i}.$$  

Since the first principal components are to capture the most explained variance, $\eta$ can be approximated by $\tilde{\eta} = \lambda_1 v_1 \circ v_1$, where $\lambda_1$ is the largest eigenvalue.

**Quadratic formulation for feature selection:** Recalling section 3.1 and redefining $\Omega = \Omega_a = \sum_{\ell=1}^d \alpha_\ell \xi_\ell \xi_\ell^\top = X \text{diag}(\alpha) X^\top$, arises another interesting approach. This method is the so-called $Q = \alpha$ (Wolf and Bileschi, 2005). In order to satisfy the conditions given by equation (3), it is necessary that $\text{tr}(\Omega_a \Omega_a) = \sum_{\ell=1}^d \lambda_\ell^2$, and therefore $\alpha$ must be unit: $\|\alpha\|^2_2 = \alpha^\top \alpha = 1$. Then, $Q = \alpha$ objective function can be written as:

$$\max_{Q, \alpha} \text{tr}(Q^\top \Omega_a Q) = \sum_{\ell=1}^d \lambda_\ell^2 \text{ s. t. } Q^\top Q = I_p.$$  

The weighting vector $\alpha$ and the orthonormal matrix $Q$ are determined at the maximal point of the optimization problem. The objective function can also be rewriting as the following quadratic form:

$$\max_{\alpha} \alpha^\top G \alpha \text{ s. t. } \alpha^\top \alpha = 1,$$

where $G \in \mathbb{R}^{d \times d}$ is a matrix with entries $G_{k\ell} = (\xi_k^\top \xi_\ell) \xi_k^\top \xi_\ell$, for $k, \ell \in \{1, \ldots, d\}$.

Since matrix $G$ is obtained from an arbitrary orthonormal transformation, it is necessary to apply an iterative method to tune the matrix $Q$ and the weighting vector $\alpha$. As a consequence, the previous equation becomes the objective function to be used in the unsupervised version of $Q = \alpha$ as described in (Wolf and Bileschi, 2005). The time calculation when computing the vector $\alpha$ can be reduced just to one iteration with no significant decrease of accuracy (Wolf and Bileschi, 2005). To this end, the feature relevance may be preserved optimizing the $d$ original variables or the first $p$ variables. Indeed, maximizing $\text{tr}(Q^\top \Omega_a Q)$ is equivalent to maximize $\text{tr}(\hat{Q}^\top \hat{Q}) = \text{tr}(X \text{Diag}(\alpha) X^\top \text{diag}(\alpha) X^\top)$. Since this expression is bilinear regarding $\alpha$, the objective function can be re-written as $\alpha^\top H \alpha$, where $H_{k\ell} = \text{tr}(x_k^\top x_\ell x_\ell^\top x_k) = x_k^\top x_\ell, \text{tr}(x_k^\top x_\ell) = (x_k^\top x_\ell)^2$. Accordingly, it can be inferred that the approximate vector of relevance $\tilde{\alpha}$ is the eigenvector corresponding to the largest eigenvalue of $H = (X^\top X) \circ (X^\top X)$.

### 3.3 Combining feature extraction and selection

Feature extraction can be enhanced using the relevance vectors as weighting factors as described in (Wolf and Bileschi, 2005). For instance, according to the above discussed, weighting vector can be chosen as the ranking or relevance vectors, namely $\eta$, $\tilde{\eta}$, $\alpha$ and $\tilde{\alpha}$. Let $w \in \mathbb{R}^d$ a weighting vector, then the weighting matrix $W \in \mathbb{R}^{d \times d}$ is $W = \text{Diag}(w)$. Therefore, feature can be extracted by the modified projection: $Y = X W \tilde{V}$. To keep the the same spectral properties, we should ensure $W$ be orthonormal ($W^2 = I_d$). By normalizing weighting vector in such a way that $\|w\|^2 = 1$, matrix $W$ becomes orthonormal. In other words, we can write the functional of problem stated in (2) as $\text{tr}(V W^\top X^\top X W V) = \sum_{i=1}^p \lambda_i$, when $\Omega = I_p$.

Therefore, if assuming a weighted data matrix $\tilde{X} \in \mathbb{R}^{N \times d}$ such that $\tilde{X} = X W$, matrix $V$ corresponds to the first $p$ eigenvectors of $\tilde{X}^\top \tilde{X}$ arranged decreasingly regarding the corresponding eigenvalues. In conclusion, relevance vector can be used to extract features within a weighted PCA (WPCA) framework. From another point of view, considering the rotated eigenvectors $V = W \tilde{V}$, the projection can be done by $Y = X W \tilde{V}$. Doing so, the weighted principal components can be calculated directly from the eigen-space of the original data.
4 Results and discussion

For experiments, we use some numeric data sets from the UCI data repository (Bache and Lichman, 2013) as shown in Table 1. To test how the studied methods behave within a pattern recognition system, the representation spaces reached by each method are clustered by a standard grouping algorithm. Namely, K-means with centers initialized randomly and setting the number of clusters as that of classes c from each database. Clustering performance is assessed by a normalized-mutual-information-based index (NMI) as described in (Strehl and Ghosh, 2002), which is bounded within the interval [0,1], reaching 1 when input cluster/class assignments are identical. Here, NMI is applied to compare the original class labels with each resulting cluster assignment. The clustering procedure is iterated 20 times for every representation spaces resulting from the studied methods as well as the row data, and then mean and standard deviation values of NMI are collected. Likewise, the explained variance parameter is set to be n = 95% for all the feature extraction methods. The same percentage is used to choose the relevance features by $Q - \alpha$, so that features contributing to the 95% of the area under the curve of $\alpha$ plotting are picked, once it is squared and decreasingly ordered. To perform $Q - \alpha$, we use the power embedded algorithm as (Wolf and Bileschi, 2005) setting the maximum number of iterations to 4. In (Wolf and Bileschi, 2005), author demonstrate that 4 iterations are enough to reach convergence. Tables 1 and 2 show respectively the performance reached by the feature extraction and selection methods. For the sake of shorthand notation, approach selecting variables using theorem $3.2$ is denoted as relPCA, as well as the quadratic formulation as $Q - \alpha$ and its approximated version as $Q - \alpha$ App. Likewise, approaches extracting features by the WPCA scheme are named as: when $w = 1_d$ as PCA, $w = \eta$ as WPCA($\eta$), $w = \alpha$ as WPCA($\alpha$), and $w = \tilde{\alpha}$ as WPCA($\tilde{\alpha}$). Proposed approach GDFE is applied by setting $\Omega_d = \exp(-0.5(x_i - x_j)/\sigma^2)$, where $\sigma$ is chosen as the maximum one among the 10% of the minimum Euclidean distances between data points from $X$. Term $p$ stands for either the number of relevant features or the lower dimension parameter.

From the results, it can be noticed that either extracting or selecting features regarding the analysis of variability are able to improve the clustering performance. Since the clustering method is a simple one (clusters are naturally formed by a notion of similarity given by the Euclidean distance), the performance quality can be mostly attributed to the resultant representation space accomplished by the feature extraction/selection methods. The reference values for comparatively analyzing the considered methods are in the third and fifth columns from Table 1 wherein the values of dimensions $d$ and NMI of the original input data are respectively shown. That said, the performance of feature selection methods should not only be measured by NMI but also by taking into consideration the number of selected features $p$. Those databases having at some extent classes linearly separable reach higher NMI, for instance, Iris and Twonorm. Nonetheless, feature selection may outperform other procedures when more more complex data are analyzed (less compactness in this case). It is worth mentioning that this occurs when the intrinsic data information is separable and concentrated in some dimensions (the relevant ones). PCA-based relevance approach (relPCA) outperforms conventional PCA and shows comparable results with $Q - \alpha$. Then, we can claim that variability measured directly from the spectrum of a generalized covariance matrix might provide suitable information to achieve new representation spaces when clusters are somewhat compact.

Regarding proposed GDFE, it is noticeable that this approach outperforms the remaining considered methods reaching better performance -or at least the same as that reached when using the row data- while using a low dimensional representation. Indeed, when choosing $\Omega$ as any similarity matrix, not only the symmetric positive condition is fulfilled but an additional interesting property is also reached. Notice that the quadratic term $X' \Omega X$ yields a projection matrix $V$ involving simultaneously the variance (which can be seen as a global measure), and similarities capturing localized information. Then, a more flexible and versatile data projection is reached, which is able to deal with slightly complex data while fulfilled a certain variance or compactness criterion.

5 Conclusions and future work

This work presents a formal definition of feature relevance within an unsupervised framework based on distances. This framework yields a novel generalized feature extraction problem that linearly transforms data keeping improved components that most contribute to the variance, while analyzing simultaneously the local data information through similarities. The generalized formulation allows to explain other approaches such as PCA and $Q - \alpha$. Also, based on the spectrum of a generalized covariance matrix, a new approach to estimate the feature relevance is introduced. We explain how to link feature extraction and feature selection, as well as, how to lead new
WPCA alternatives via relevance analysis.

As a future work, new distances as well as other similarity matrices are to be explored aiming at the design of a non-supervised system with optimal representation stages.
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