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Few terminologies

• Adjacency matrix 

• Degree 

• Volume 

• Graph cuts



G = (V, E,W)

i
wij j

Few terminologies

Adjacency matrix



Degree matrix

di :=
n�

j=1

wij

D := diag(d1, · · · , dn)

i
wij j

Degree



vol(A) :=
�

i�A

di

A � V

Volume



A � V B � V

links(A, B) :=
�

i�A,j�B

wij

Links



A � V

assoc(A) = links(A, A)

=
�

i�A,j�A

wij

Prob. that a random walker (RW) remains within A

Association



=
�

i�A,j�Ā

wij

cut(A) = links(A, Ā)

A � V Ā := V \ A

Prob. that a random walker (RW) jumps from A to Ā

Cut



Quick question?

vol(A) assoc(A)cut(A) ?=



Quick question?

vol(A) assoc(A)cut(A) = �



Graph Laplacian

Degree matrix

L := D�W

x�Lx =
�

(i,j)�E

wij(xi � xj)2 � 0For every x � R|V|



Graph clustering

(A1, ..., AK)Find K partitions

cut(A1, · · · , AK) =
K�

j=1

cut(Aj, Āj)

such that

is minimized.

Min-cut problem



Min-cut favours ‘smaller’ partitions

min cut 1

min cut 2
better cut?

cut(A, Ā) =
�

i�A,j�Ā

wij



We need to ‘normalize’ the cut

cut(A, Ā)
size(A)

size(A) = |A|

size(A) = vol(A)

Minimize

When Ratio Cut

Normalized Cut



Interpretation

cut(A, Ā)

A Ā

prob. that a random walker  
will escape from     to A Ā

prob. that a random walker  
will remain inside A

vol(A)



Formally, 

Ncut(A, Ā) :=
cut(A, Ā)
vol(A)

+
cut(Ā, A)
vol(Ā)

= cut(A, Ā)
�

1
vol(A)

+
1

vol(Ā)

�

Undirected graphs only!



Binary partitioning

xi =
�

a if i � A,
b if i � Ā

x�Lx =
1
2

n�

i,j=1

wij(xi � xj)2 = (b � a)2cut(A, Ā)



Binary partitioning

x�Lx
x�Dx

minimize x � {a, b}n
x�D1 = 0subject to ,

NP-complete!!



Binary partitioning

x�Lx
x�Dx

minimize x � {a, b}n
x�D1 = 0subject to ,

x�Lx
x�Dx

minimize x � {a, b}n
x�D1 = 0subject to ,

Relax



Binary partitioning

x�Lx
x�Dx

minimize x � {a, b}n
x�D1 = 0subject to ,

x�Lx
x�Dx

minimize x � {a, b}n
x�D1 = 0subject to ,

Relax

y = D1/2x

y�D1/21 = 0minimize subject toy�D�1/2LD�1/2y
y�y



Binary partitioning

y�D1/21 = 0minimize subject to
y�D�1/2LD�1/2y

y�y

D�1/2LD�1/2Second smallest eigenvector ofy� =

x� = D�1/2y�



Extending to K cases

Ncut(A1, · · · , AK) =
K�

j=1

cut(Aj, Āj)

vol(Aj)

Ai � Aj = �

Ai � Aj = V

1 � i, j � K, i �= j

minimize

subject to



Extending to K cases

Xj
i =

�
aj if i � Aj,
0 if i /� Aj

Define



Extending to K cases

X =

�

�����

a1 0 0
a1 0 0
0 a2 0
0 a2 0
0 0 a3

�

�����

X1

Xj
i =

�
aj if i � Aj,
0 if i /� Aj

Define



Extending to K cases

Ncut(A1, · · · , AK) =
K�

j=1

cut(Aj, Āj)
vol(Aj)

=
K�

j=1

(Xj)�LXj

(Xj)�DXj

X =

�

�����

a1 0 0
a1 0 0
0 a2 0
0 a2 0
0 0 a3

�

�����

X1

Xj
i =

�
aj if i � Aj,
0 if i /� Aj

Define



Ensure                               

Columns of X should be orthogonal

(Xi)�Xj = 0 �i �= j

D is a diagonal  
matrix with positive entries

(Xi)�DXj = 0 �i �= j

Ai � Aj = �



Each vertex should appear in some partition.

Each row of X must have some non-zero entry.

Ai � Aj = VEnsure                               

XX�Each diagonal element of          must be non-zero

X(X�X)�1X�1N = 1N



Putting all together

Ncut(X) =
K�

j=1

(Xj)�LXj

(Xj)�DXj

(Xi)�DXj = 0 1 � i, j � K, i �= j

X(X�X)�1X�1N = 1N

minimize

subject to

X � X



Putting all together

(Xi)�DXj = 0 1 � i, j � K, i �= j

X(X�X)�1X�1N = 1N

minimize

subject to

X � X

(Xj)�DXj = 1 1 � j � K

K�

j=1

(Xj)�LXj



Putting all together

X(X�X)�1X�1N = 1N

minimize

subject to

X � X

tr(X�LX)

X�DX = I



Putting all together

minimize

subject to

tr(Y�D�1/2LD�1/2Y)

Y�Y = I

YY�D1/21 = D1/21



From continuous to discrete

Continuous solution X might not be  
aligned with actual discrete solution Z

Find an orthogonal transform R to align X with Z



From continuous to discrete

�(Z, R) = �Z � XR�2F

Z � {0, 1}N�K

R�R = I

minimize

subject to

Alternatively solve for Z and R



Demo



Input Image Ncut with K=2



Input Image Ncut with K=3



Input Image Ncut with K=4



Input Image Ncut with K=5



Top 5 eigenvectors



Ncut with signed 
graphs



i
j

wij > 0

wpq < 0
p

q

positive: similarity 

negative: dissimilarity



Let’s adapt our definitions

d̄i =
n�

j=1

|wij|di :=
n�

j=1

wij

Unsigned graph Signed graph

Degree



Let’s adapt our definitions

d̄i =
n�

j=1

|wij|

vol(A) :=
�

i�A

n�

j=1

|wij|

di :=
n�

j=1

wij

Unsigned graph Signed graph

vol(A) :=
�

i�A

di

Degree

Volume



Let’s adapt our definitions

d̄i =
n�

j=1

|wij|

vol(A) :=
�

i�A

n�

j=1

|wij|

links+(A, B) :=
�

i�A,j�B
wij>0

wij

links�(A, B) :=
�

i�A,j�B
wij<0

�wij

di :=
n�

j=1

wij

Unsigned graph Signed graph

vol(A) :=
�

i�A

di

Degree

Volume

Links links(A, B) :=
�

i�A,j�B

wij



Let’s adapt our definitions
Unsigned graph Signed graph

cut(A, Ā) :=
�

i�A,j�Ā
wij �=0

|wij|cut(A, Ā) :=
�

i�A,j�Ā

wijCut



Let’s adapt our definitions
Unsigned graph Signed graph

cut(A, Ā) :=
�

i�A,j�Ā
wij �=0

|wij|cut(A, Ā) :=
�

i�A,j�Ā

wijCut

cut(A, Ā) links+(A, Ā) links�(A, Ā)= ?



Let’s adapt our definitions
Unsigned graph Signed graph

cut(A, Ā) :=
�

i�A,j�Ā
wij �=0

|wij|cut(A, Ā) :=
�

i�A,j�Ā

wijCut

cut(A, Ā) links+(A, Ā) links�(A, Ā)= +



Let’s adapt our definitions
Unsigned graph Signed graph

cut(A, Ā) :=
�

i�A,j�Ā
wij �=0

|wij|cut(A, Ā) :=
�

i�A,j�Ā

wijCut

Laplacian L̄ = D̄�WL = D�W



Why all these?

x�L̄x =
1
2

n�

i,j=1

|wij|(xi � sign(wij)xj)2 � 0

Define d̄i =
n�

j=1

|wij|

L̄ = D̄�W

D̄ = diag(d̄1, · · · , d̄n)

Then,

is ‘positive semi-definite’L̄



Xj
i =

�
aj if i � Aj,
0 if i /� Aj

(Xj)�L̄Xj

(Xj)�D̄Xj
=

cut(Aj, Āj) + 2links�(Aj, Aj)
vol(Aj)

Define

X =

�

�����

a1 0 0
a1 0 0
0 a2 0
0 a2 0
0 0 a3

�

�����

Then

sNcut(A1, · · · , AK) =
K�

j=1

cut(Aj, Āj)

vol(Aj)
+ 2

K�

j=1

links�(Aj, Aj)

vol(Aj)



Xj
i =

�
aj if i � Aj,
0 if i /� Aj

(Xj)�L̄Xj

(Xj)�D̄Xj
=

cut(Aj, Āj) + 2links�(Aj, Aj)
vol(Aj)

Define

X =

�

�����

a1 0 0
a1 0 0
0 a2 0
0 a2 0
0 0 a3

�

�����

Then

sNcut(A1, · · · , AK) =
K�

j=1

cut(Aj, Āj)

vol(Aj)
+ 2

K�

j=1

links�(Aj, Aj)

vol(Aj)

Minimize positive and  
negative edges between clusters

minimize negative  
edges within clusters



How to proceed?

D̄DL L̄Replace by and by

Use existing pipeline

However,…



How to proceed?

D̄DL L̄Replace by and by

Use existing pipeline

However,…

L̄LUnlike , can be positive definite.



Balanced graph
= 

contains cycles  
with only even number  

of negative edges

Unbalanced graph
= 

contains some cycle  
with odd number of  

negative edges

Balanced and unbalanced graphs


