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A subspace algorithm proposed by Van Overche etal. (1997))
to identify state space models from given uniformly spaced
power spectrum measurements.

@ When spectrum samples are on a uniform grid of
frequencies, the inverse discrete-Fourier transform (IDFT)
of the given power spectrum can be expressed in terms of
the state-space parameters of the spectral factor.

@ A realization theory based on McKelvey etal.:1996 is then
devised to obtain the system matrices from this IDFT.

@ Two methods ensuring positivity of the identified spectrum
are proposed.
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Problem description

Consider the I x | dimensional square discrete time system:

Xkv1 = Axk+ Bug,

(1)
Yk = OCxk + Dug

with A e R™" B e R™/ C e R*"and D € R nonsingular.
The vector sequences ug, yx € R are the input and output
sequences, respectively.

@ (1)—(2) stable and strictly minimum phase: all eigenvalues
of Aand A — BD~'C strictly inside the unit circle.

@ {A, B} and {A, C} controllable and observable.
@ Anon-singular.

The system (1)—(2) is thus a minimal stochastic system.
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Problem description

The transfer function of the system:

G(z) =D+ C(zl, — A 'B.
The power spectrum associated with (1)—(2):
S(z) = G(z)GT(z™"). (2)

The system (I)—(2) is the innovation form, unity variance,
minimum phase spectral factor associated with S(z).

@ (2) satisfies the positive realness condition
S(z) > 0, |z| = 1.

imposing positivity constraints on the spectrum samples as
well as on the identified power spectrum.
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Problem description

@ Splitting of the power spectrum (Caines:1988)
S(z) = H(z) + HT(z™")
where
H(z) = MNo/2+ C(zl,—A)'G,
No = CPCT +DDT,
G = APC" +BD',
P = APAT + BB" (discrete-time Lyapunov equation).
@ The IDFT v, of a given complex signal Vy = V(e/27k/2N),
k=0,---,2N — 1 is defined by

2N-1
Ve — L Z V/ e/27rrk/2N)
Kk oN par r .
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Problem description

The problem treated can now be stated as follows:

Given

N + 1 matrices Sy € C'*/ of the power spectrum S(z) evaluated
at N + 1 equidistant points over the unit circle:

Sk = S(&#/2N), Kk =0,---N,

Find
@ The system matrices A, G, C, A\ describing the power
spectrum.

@ The system matrices A, B, C, D describing the spectral
factor (1)—(2).
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Identification algorithm

Expand the N + 1 given points Si to 2N points as follows:

SN+k:S7<I_k; k:1,,N—1

From now on, Sk denotes this signal of length 2N.

Theorem 1 (Inverse discrete Fourier transform). With
M = (I, — A?N)=1 the IDFT s, € R/ of the given power
spectrum Sy is given by

so = Ao+ CANMG+ GT(ATNMTCT,

sk = CAKTMG+ GT(AT2N=k=TMTCT 1<k <2N.

@ The proof of this theorem is based on McKelvey etal.:1996.
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Identification algorithm

The extended observability matrix 'q € R/ and reversed
extended observability matrix ', € R"™ " are defined as

C
rq: 5 Fr:nrr

CAT

where N € RN*V is the permutation matrix given by
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Identification algorithm

The extended controllability matrix A, € R™ " and reversed
extended controllability matrix A, € R/ are defined as

Ar:(G Ar_1), Aq:Aqn

@ Since (I)—(2) is minimal, the matrices I, i and A, Aq are
respectively of full column and row rank n.

Let
31 PN Sf

Sq -+ Sqtr—1
with gq,r > 2n, r + g < 2N.
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Identification algorithm

Theorem 2 The block-Hankel matrix S can be decomposed as

~ M 0 A
_ T —-r
s=(ra 87 (5 wr ) ()
which leads to the following results:

@ rank(S) = 2n.

@ The column space of S can be expressed in terms of the
system matrices as N
column space S = column space (I'q Ag).

@ The row space of S can be expressed in terms of the
system matrices as

(%)
row space S = row space fT
r
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Identification algorithm

@ Ais determined by a procedure similar to in Akgay and
Turkay:2004 (SVD followed by eigen decomposition).

@ G, C, and A are determined in the same step of Van
Overschee etal.:1997 whereas G, C, and A are estimated
from Sk by an LS procedure in Akcay and Tirkay:2004.

o With M = (I, — A2N)-1,

Do = sy — CAPN-TMG — GT(AT2N-TMTCT.

@ B and D are determined as in Akgay and Tirkay:2004.

@ Consistency follows from McKelvey etal.:1996.
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Linear matrix inequalities

Non-linear least squares

Ensuring positive realness

When Sy are not generated by a finite dimensional linear
system or noise corrupted, there is no guarantee that the

identified power spectrum, which is determined by A, G, C, and
Ao will be positive real.

@ When the identified sequence is not positive real, the
Riccati equation has no positive definite solution and the
spectral factor cannot be computed.

@ Two possible solutions to this problem are presented.

e Both of these solutions start from given matrices A and C.
The solutions then state how G and Ay are determined
through the solution of an optimization problem which
guarantees a positive real identified power spectrum.
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Linear matrix inequalities
Non-linear least squares
Ensuring positive realness
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e Ensuring positive realness
@ Linear matrix inequalities
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Linear matrix inequalities
Non-linear least squares

Ensuring positive realness

Given A and C, a positive real identified spectrum can be
guaranteed by solving the following optimization problem:

Given the known transfer matrix
L(z) = (C(z/,, — A /,) ,

solve

2N—1 ' o0 s '
min Z Sk — L(e2mk/2N)y ( ST R ) L(e~2k/2NY 2
k=0

Q,S,R
constrained to Qs
< s” R ) 2 0.
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Linear matrix inequalities
Non-linear least squares

Ensuring positive realness

@ The system matrices G and Ay can then be found by
solving the set of equations:

P = APAT +Q, (3)
G = APCT + 8, (4)
N0 = CPCT"+R. (5)

@ The constraint guarantees that the resulting identified
quadruple A, G, C, A\g leads to a positive real spectrum.

@ This optimization problem can be converted to an LMI.

@ The drawback: the LMI software is not suited for large N.
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Linear matrix inequalities
Non-linear least squares
Ensuring positive realness
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e Ensuring positive realness
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Linear matrix inequalities
Non-linear least squares

Ensuring positive realness

Given A and C, a positive real identified spectrum can be
guaranteed by solving the following NLS optimization:

2N—-1

. o B —j2m
2l D 1S - Le” "/2”>< D ) (BT DT)L(e /2N 2.

)

@ To insure a minimum phase model, (3)—(5) can be solved
for G and Ag, after which a new B and D (guaranteeing a
minimum phase model) can be computed through the
solution of the Riccati equation.
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Linear matrix inequalities
Non-linear least squares

Ensuring positive realness

Initial guesses of Band D

“Perturb Ag to Ag so that the the power spectrum associated

with the resulting quadruple {A, G, C, Ay} is positive real”
/~\o:/\o+7'll, T>0.

@ Taking 7 large will trivially ensure positive realness of the
power spectrum. However, we would like to keep 7 as
small as possible, which can be posed as an LMI:

min T subjectto 7 >0, P >0,

P — APAT G- APCT >0
GT — CPAT Ny — CPCT + 7, '
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Linear matrix inequalities
Non-linear least squares

Ensuring positive realness

@ A general perturbation model Ag = Ag + 7 where the
Frobenius norm of 7 is to be minimized can be introduced.

@ The Riccati equation associated with {A, G, C, Ag} can now
be solved. This leads to matrices B° and D° which can
serve as initial guesses for the NLS optimization problem.

@ Both methods can be used with data sampled on a
non-uniform grid of frequencies.

@ The identification algorithm and the methods ensuring
positivity of the spectrum are further studied in Hinnen
etal.:2005.
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