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Abstract

In this paper, we consider the problem of observer design for dynamical systems with scalar output by linearization of the error dynamics
via coordinate change, output injection, and time scaling. We present necessary and su4cient conditions which guarantee the existence
of a coordinate change and output-dependent time scaling, such that in the new coordinates and with respect to the new time the system
has linear error dynamics.
? 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

An important control problem studied extensively is that
of observer design for a dynamical system with output. A
typical approach to this problem is to :nd a dynamical sys-
tem (observer) coupled with the observed system by output
injection in such a way that the overall system possesses an
invariant asymptotically stable set of a speci:c structure.
Although a solution to the observer design problem in its
full generality is not known yet, it is clear that the problem
statement is coordinate independent and invariant with re-
spect to time scaling and therefore it is natural to seek con-
ditions, ensuring the existence of an observer, that would
also be coordinate independent and invariant with respect
to time scaling, similar to the corresponding properties of
asymptotic stability. The problem of transforming a system
to observer form via change of state and output coordinates
has been intensively studied during the last 20 years (see
e.g. Bestle & Zeitz, 1983; Gauthier, Hammouri, & Othman,
1992; Gauthier & Kupka, 2001; Hammouri & Gauthier,
1988; Krener & Isidori, 1983; Krener & Respondek, 1985;
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Plestan & Glumineau, 1997; Xia & Gao, 1989). A recent
paper by Moya, Ortega, Netto, Praly, and PicDo (2001) sug-
gests enlarging the class of systems admitting an observer
exploiting the additional freedom of introducing possible
time scaling. In this paper we are going to address this prob-
lem. A dual problem of linearization, using time scaling,
of dynamics with inputs has been considered by Sampei
and Furuta (1986), Respondek (1998), and Guay (1999).
Expressing a system in “physical” coordinates is very

natural but sometimes it may complicate the observer design
based on the second Lyapunov method. At the same time
for the system written in other coordinates that design can
be much easier to perform. To be more precise, consider
dynamics with output given by the following equations:

ż = s(y)Az; y = Cz; (1)

where z = (z1; : : : ; zn) is the state, y is the scalar output,
and s(y) is some nonvanishing positive real-valued function.
In this case, it is possible to linearize the dynamics (1)
via time scaling of the form d	 = s(y(t)) dt. For the linear
system written with respect to the new time 	, the observer
design problem can be easily solved using linear techniques.
Therefore, it is interesting to :nd conditions which guarantee
that a nonlinear system with scalar output

ẋ = f(x); y = h(x)

can be put in form (1).
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The problem which we are going to address in this paper
is to :nd a coordinate change, which transforms the dynam-
ics with a scalar output either to form (1) or to form (1) up
to an output injection. Equivalently, we are looking for a co-
ordinate change and a time scaling that either linearize the
observed dynamics or linearize it up to an output injection.
For the related problem of bilinearization up to output injec-
tion we refer the reader to Hammouri and Gauthier (1988).
It is worth mentioning that in a recent paper (Moya

et al., 2001) it was reported that time scaling can sig-
ni:cantly simplify the controller design for the so-called
reaction systems. In particular, in Moya et al. (2001) it
was shown that the model of a reaction system can be
written in a coordinate system suitable for time scaling that
signi:cantly simpli:es the controller/observer design.
A preliminary version of our results is presented in

Respondek, Pogromsky, and Nijmeijer (2001). An alterna-
tive approach to the problem of transforming an observed
dynamics to the observer form via a change of state-space
coordinates and a time rescaling has been independently
proposed by Guay (2001). His method, based on the lan-
guage of diMerential forms and thus dual to ours, also leads
to solving (a series of) ordinary diMerential equations on
the output space.
In this paper, we consider only the case of dynamical sys-

tems with scalar output. The more general case of dynamical
systems with multiple outputs (and inputs) will be reported
elsewhere.
The paper is organized as follows. The problem is for-

mulated in Section 3. In Section 2, we describe a model
of a batch reactor whose analysis can be simpli:ed by a
natural time rescaling. Section 4 contains the main results.
In Section 5, we compare the systems that can be brought
to observer form under a state-space diMeomorphism and a
time rescaling with those that can be transformed into ob-
server form under state- and output-diMeomorphism. Finally,
in Section 6, we come back to the model of a batch reactor
of Section 2 and illustrate our results with it.

2. Motivating example

Consider a batch reactor where the following reactions
between chemicals A, B, C, D take place:

A k1→B
k3→C;

A k2→D; (2)

where k1; k2; k3 are the reaction rates. Suppose that all reac-
tions are endothermic and have :rst-order kinetics, the re-
acting mixture is heated by steam, which follows through a
jacket around the reactor with a rate Q. Suppose addition-
ally that the activation energies Ei of the three reactions are
equal, that is, E1 = E2 = E3 = E. Under these assumptions

the state model for the reactor appears as follows:

dcA
dt

=−(k1e−E=RT + k2e−E=RT )cA;

dcB
dt

= k1e−E=RT cA − k3e−E=RT cB;

dcC
dt

= k3e−E=RT cB;

dcD
dt

= k2e−E=RT cA;

dT
dt

= J1k1e−E=RT cA + J2k2e−E=RT cA

+ J3k3e−E=RT cB + QQHv=%c%V;

where cA;B;C;D are the concentrations, Ji =−QHri =%c%, i =
1; 2; 3, QQHv=UAt(Tst−T ), V is the reaction volume, c% is
the heat capacity of the reaction mixture, % is the density of
the reaction mixture, QHv is the enthalpy of the vaporiza-
tion, U is the heat transfer coe4cient, At is the area of the
heat exchange surface, Tst is the steam temperature and the
concentrations (cA; cB; cC; cD) satisfy the conservation law
cA + cB + cC + cD = const which follows from the system
equations.
Now consider the following problem: to estimate the con-

centrations cA; cB; cC and cD provided the temperature T is
measurable. First, we rescale the independent variable:

d	= e−E=RT dt:

Then introducing the state vector

x = (cA; cB; cC; cD; T )t

and output y = T the system equations can be rewritten in
the form

dx
d	

= Fx + �(y); (3)

y = Gx; (4)

where

F =




−k1 − k2 0 0 0 0

k1 −k3 0 0 0

0 k3 0 0 0

k2 0 0 0 0

J1k1 + J2k2 J3k3 0 0 0




and G = (0 0 0 0 1),

�(y) = (0 0 0 0 UAt(Tst − y)eE=RT =V%c%)t :

It is now clear that system (3), (4) admits an observer, with
linear error dynamics, for the largest observable subsystem
(which is the (cA; cB; T )-subsystem; see also Section 6).
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3. Problem statement

Consider nonlinear observed dynamics of the form

� : ẋ =
dx
dt

= f(x); y = h(x);

where x(·)∈Rn, and y(·)∈R is the measurement. In this
paper, we will deal with the following two questions.
Question 1: when does there exist a (local) diMeo-

morphism z = ’(x) and a time scaling of the form
d	 = s(h(x(t))) dt, where s is a nonvanishing real-valued
function, such that � becomes

dz
d	

= Az; y = Cz;

where the pair (A; C) is observable?
Question 2: when does there exist a (local) diMeo-

morphism z = ’(x) and a time scaling of the form
d	 = s(h(x(t))) dt, where s is a nonvanishing real-valued
function, such that � becomes

dz
d	

= Az + �(y); y = Cz;

where the pair (A; C) is observable and � is a vector :eld
whose components depend on y = Cz only? To answer
the :rst question means to characterize nonlinear dy-
namics that are linearizable via a diMeomorphism and an
output-dependent time scaling, while to answer the sec-
ond question means to characterize dynamics that are lin-
earizable via a diMeomorphism, an output-dependent time
scaling, and an output injection.
It is obvious that the :rst question is equivalent to the

following one: when is � (locally) equivalent under a dif-
feomorphism z = ’(x) to

dz
dt

= s(y)(Az + Ky); y = Cz = z1; (5)

where

A=




0 1 · · · 0

...
. . .

. . .
...

...
. . . 1

0 · · · · · · 0




; K =




k1

...

...

kn




;

and

C = (1; 0; : : : ; 0)

and s(y) is a nonvanishing real-valued function?
The second question is obviously equivalent to the

following one: when is � (locally) equivalent under a
diMeomorphism z = ’(x) to

dz
dt

= s(y)(Az + �(y)); y = z1 = Cz; (6)

where

A=




0 1 · · · 0

...
. . .

. . .
...

...
. . . 1

0 · · · · · · 0




; �(z1) =




�1(z1)

...

...

�n(z1)




;

and

C = (1; 0; : : : ; 0)

and s(y) is a nonvanishing real-valued function?
A motivation for our study is the following immediate ob-

servation. If � is equivalent, via a change of coordinates, to
(6), then we can construct the following observer (compare
e.g. Krener & Isidori, 1983; Krener & Respondek, 1985):

˙̂z = s(y)(Aẑ + �(y)) + L(y − Cẑ)

yielding the error e = ẑ − z that satis:es

ė = s(y)(A+ LC)e

and thus gives the linear equation
de
d	

= (A+ LC)e;

with respect to the new time 	.
We will work around a :xed initial condition x0 ∈Rn and

we will assume that the diMeomorphism’ satis:es’(x0)=0.
Clearly, a necessary condition for � to be equivalent to one
of the above-discussed forms is the following local observ-
ability rank condition (see e.g. Isidori, 1989; Nijmeijer &
Van der Schaft, 1990):

dim span{dh(x0); dLfh(x0); : : : ; dLn−1
f h(x0)}= n

and we will assume this throughout the paper.

4. Main results

Following Krener and Isidori (1983) (see also Krener &
Respondek, 1985) de:ne a vector :eld g by

LgL
j
fh=

{
0 if 06 j6 n− 2;

1 if j = n− 1:
(7)

For j¿ 2 we put

lj =
j(j − 1)

2
+ 1:

In order to avoid the trivial case, we will assume throughout
that n¿ 2. We have the following results.

Theorem 1. � is, locally around x0, equivalent under a dif-
feomorphism z = ’(x) to system (5) if and only if in a
neighborhood of x0 it satis?es

(i) dLgLn
fh = ln'dLfhmod span{dh}, for some smooth

function ';
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(ii) [adi
Vf
Vg; adj

Vf
Vg] = 0, for 06 i¡ j6 n, where Vf = 1

s f,

Vg= sn−1g, and s= exp +, with + being a solution of

Ladj
fg
+ =

{
0 if 06 j6 n− 2;

(−1)n−1' if j = n− 1:

Theorem 2. � is, locally around x0, equivalent under a dif-
feomorphism z = ’(x) to system (6) if and only if in a
neighborhood of x0 it satis?es conditions (i) and (ii) of
Theorem 1 with i and j in item (ii) satisfying 06 i¡
j6 n− 1.

Remark 1. Notice that the system

Ladj
fg
+ =

{
0 if 06 j6 n− 2;

(−1)n−1' if j = n− 1

of :rst-order partial diMerential equations on the state space
Rn is actually a :rst-order ordinary diMerential equation on
the output space R. For instance, bring the system �, via
the (local) diMeomorphism xi = Li−1

f h, for 16 i6 n, to its
observability normal form

ẋ1 = x2; y = x1;

...

ẋn−1 = xn;

ẋn = fn(x1; : : : ; xn): (8)

Then the above system of :rst-order partial diMerential equa-
tions becomes the ordinary diMerential equation
d+(y)
dy

= '(y)

on the output space R.

Remark 2. In order to avoid redundancy we can take i= 0
and j = 1; 3; : : : ; 2n− 1 in (ii) of Theorem 1 and i = 0 and
j=1; 3; : : : ; 2n− 3 in (ii) of Theorem 2 (compare Krener &
Isidori, 1983).

In small dimensions we can, instead of checking the com-
mutativity of the frame {adj

Vf
Vg}, bring the system into the

observability normal form (8) and verify whether the com-
ponent fn satis:es the conditions of the following propo-
sition, which can be proved by tedious but straightforward
computations.

Proposition 1. � is, locally around x0, equivalent under a
di@eomorphism z = ’(x) to the system (6) if and only if
in a neighborhood of x0 its observability normal form (8)
satis?es:

f2 = ax22 + bx2 + c

if n=2, where a; b; c are any smooth functions of x1 de?ned
in a neighborhood of x0 and

f3 = ax32 + bx2x3 + cx22 + dx3 + ex2 + f

if n=3, where a; b; c; d; e; f are any smooth functions of x1
de?ned in a neighborhood of x0 and satisfying

a= 1
4 b′ − 1

8 b2 and c = d′ − 1
2 bd: (9)

Proof of Theorem 1. SuAciency. From the de:nition of g,
it follows that +, which is a solution of

Ladj
fg
+ =

{
0 if 06 j6 n− 2;

(−1)n−1' if j = n− 1;

satis:es d+∈ span{dh}. Therefore,
adj

Vf
Vg= sn−j−1adj

fg(mod span{g; : : : ; adj−1
f g});

for any 06 j6 n− 1. We thus conclude that

Ladj
Vf
Vgh=

{
0 if 06 j6 n− 2;

(−1)n−1 if j = n− 1:
(10)

It is well known (see e.g. Nijmeijer & Van der Schaft, 1990;
Isidori, 1989) that (ii) implies that we can :nd a local dif-
feomorphism z = ’(x) such that Vg= @=@zn and

Vf(z) = Az + Kz1;

where

A=




0 1 · · · 0

...
. . .

. . .
...

...
. . . 1

0 · · · · · · 0




; K =




k1

...

...

kn




;

which simply means that z = ’(x) linearizes the control
system ẋ = Vf(x) + Vg(x)u. Moreover, by (10) we have that
in z-coordinates, h= z1. Since f= s(z1) Vf, it follows that in
z-coordinates � reads as

dz
dt

= s(z1)(Az + Kz1); y = z1:

Necessity. Assume that there exists z=’(x) bringing � into

ż1 = s(z1)(z2 + k1z1); y = z1;

...

żn−1 = s(z1)(zn + kn−1z1);

żn = s(z1)knz1:

We have h = z1, Lfh = s(z2 + k1z1), and L2
fh = s2z3 +

s′sz22 + z2a2(z1)+ b2(z1), for some smooth functions a2, b2,
where “′” stands for the derivative with respect to z1. It is
straightforward to prove by an induction argument that

Lj
fh= sjzj+1 + ljs′sj−1z2zj

+zjaj(z1) + bj(z1; : : : ; zj−1);
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for some smooth functions aj, bj. It thus follows that g =
(1=sn−1)(@=@zn) and that

Ln
fh= snknz1 + lns′sn−1z2zn

+ znan(z1) + bn(z1; : : : ; zn−1);

for some smooth functions an, bn. Hence LgLn
fh = san +

lns′z2 + an(z1) and

dLgLn
fh= lns′ dz2 mod span{dh};

which gives '= s′=s. The system

Ladj
fg
+ =

{
0 if 06 j6 n− 2;

(−1)n−1' if j = n− 1;

is thus the ordinary diMerential equation

+′(z1) =
s′(z1)
s(z1)

= (log s(z1))′: (11)

We have +(z1)= log s(z1)+d, where d is a constant, which
gives a 1-parameter family of solutions sc(z1)= c exp +(z1),
where c∈R, c �= 0, is a multiplicative constant. It is clear
that Vf = (1=sc)f = (1=c)Az and Vg = (sc)n−1g = cn−1@=@zn
satisfy (ii), for 06 i¡ j6 n, which, actually, is another
way of expressing the fact that ż= Vf(z)+ Vg(z)u=(1=c)Az+
cn−1(@=@zn)u is a linear system for any c∈R, c �= 0.

Proof of Theorem 2. The proof follows the same line, the
only diMerence being that the commutation relation (ii), sat-
is:ed for 06 i¡ j6 n − 1, is a necessary and su4cient
condition for the observed dynamics ẋ=f(x) and y=h(x) to
be equivalent to the nonlinear observer form ż=Az+�(Cz),
y = Cz (see Krener & Isidori, 1983).

Notice that in both cases + is calculated via (11) up to an
additive constant, which means that s = exp + is calculated
up to a multiplicative constant. This is in agreement with
the obvious observation that if a time rescaling d	=dt= s(y)
works then any rescaling d	=dt=cs(y), where c �= 0, works
as well.

5. Time scaling versus change of output coordinates

We can notice that Theorems 1 and 2 recall analogous re-
sults for, respectively, linearization and linearization up to
output injection under a state space and output space diMeo-
morphisms (see Krener & Respondek, 1985). We will com-
pare these two classes of transformations in two and three
dimensions for the problem of linearization up to output
injection. For the system

� : ẋ =
dx
dt

= f(x); y = h(x);

we look for a (local) diMeomorphism z = ’(x) in the state
space and a (local) diMeomorphism y =  (ỹ) in the output

space transforming � into
dz
dt

= Az + �(Cz); ỹ = Cz; (12)

which, of course, is equivalent to transforming � via a
state-space diMeomorphism z = ’(x) only into
dz
dt

= Az + �(Cz); y =  (Cz): (13)

Notice that the function s(y) determining Vf and Vg in Theo-
rems 1 and 2, and de:ned as s=exp + in (ii) of Theorem 1,
can be equivalently expressed as a solution of the following
system of :rst-order partial diMerential equations:

Ladj
Vf
gs=

{
0 if 06 j6 n− 2;

(−1)n−1's if j = n− 1;
(14)

where ' is de:ned by (i) of Theorem 1.
In Krener and Respondek (1985) (see also Plestan &

Glumineau, 1997; Respondek, 1985) it is proved that � is,
locally around x0, equivalent under a state-space diMeomor-
phism z=’(x) and an output-space diMeomorphism y= (ỹ)
to system (12) if and only if in a neighborhood of x0 it sat-
is:es [adi

fg̃; ad
j
fg̃]=0, for 06 i¡ j6 n−1, where g̃= s̃g,

with s̃ being a solution of the system (14), in which ' is
replaced by '̃ de:ned by dLgLn

fh= n'̃ dLfhmod span{dh}.
We will show that for the case n=2 the conditions of the

above result and of Theorem 2 coincide while for n= 3 the
classes of systems satisfying the conditions of these two the-
orems are, in general, diMerent. Observe that the conditions
of both theorems claim the existence of a commuting frame
adi

Vf
Vg, for 06 i6 n− 1, in the case of time-rescaling, and

adi
fg̃, for 06 i6 n − 1, in the case of output transforma-

tions. There are, however, two diMerences in constructing
these commuting frames. Firstly, the frame is constructed
with Vf = (1=s)f and Vg= sn−1g, in Theorem 2, and with f
and g̃ = s̃g, in the other case. Secondly, although the func-
tions s and s̃ are determined by systems of linear diMerential
equations of the same form, the functions ' and '̃, de:ning
those equations, diMer by a multiplicative constant (actually,
'̃= (ln=n)') and hence s and s̃ are diMerent.

A particular situation takes place for n=2. Firstly, l2 =2
implying '='̃ and thus s= s̃. Secondly, in this case, a simple
calculation shows that the commutativity of the vector :elds
Vg and ad Vf Vg is equivalent to the commutativity of g̃ and adfg̃.

Starting from n = 3, the classes of systems satisfying,
respectively, the conditions of Theorem 2 and of the above
result of Krener and Respondek (1985) are diMerent. To see
this, we discuss the two following examples.

Example 1. Consider the system

ẋ1 = ex1x2;

ẋ2 = ex1x3;

ẋ3 = 0;

y = x1: (15)
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Clearly, this system is transformable to the observer form
(12), with ỹ = y, by the time scaling d	 = s(x1) dt, where
s(x1) = ex1 . To con:rm this observation, apply Theorem 2.
By a direct calculation, condition (i) of Theorem 2 implies
that '= 1. Therefore,

s= cex1 ;

where c∈R, c �= 0, and thus have

Vf =
1
s
f = c

(
x2

@
@x1

+ x3
@
@x2

)

and

Vg= s2g= c2
@
@x3

:

The vector :elds Vf and Vg are linear and constant, respec-
tively, so no diMeomorphism is needed. Obviously, they
satisfy

[adi
Vf Vg; adj

Vf
Vg] = 0;

for 06 i¡ j6 2.
Nowwewill show that system (15) cannot be transformed

into observer form (12) via a diMeomorphism and a change
of output coordinates. To this end, we apply the result of
Krener and Respondek (1985) recalled in the beginning of
this section. We have '̃= 4

3 , therefore

s̃= ce(4=3)x1 ;

where c∈R, c �= 0 and we thus obtain

g̃= s̃2g= ce−(2=3)x1 @
@x3

:

A straightforward calculation shows that

[adfg̃; ad2
fg̃] =

4
3
x2c2e5=3x1

@
@x3

�= 0:

This implies that system (15) cannot be transformed to the
observer form (12) via a change of state and outputs coor-
dinates, although as we have shown earlier, it can be trans-
formed to that form via a time rescaling.

The goal of the next example is to show that the converse
inclusion between the two classes of systems does not hold
either.

Example 2. Consider the system

ẋ1 = ex1x2;

ẋ2 = x3;

ẋ3 = 0;

y = x1: (16)

By a change of state and output coordinates this sys-
tem is transformable to the observer form (12) (actu-
ally to a linear system). To see this, apply the result of

Krener and Respondek (1985). We have

'̃= 1:

It follows that

s̃= cex1 ;

where c∈R, c �= 0. Thus we have

g̃= s̃g=
9
9x3

and hence

[g̃; adfg̃] = [adfg̃; ad2
fg̃] = 0:

This implies that system (16) can be transformed to the
observer (actually, even linear) form (12). Indeed, we can
use the transformation

z1 =−e−x1 + 1;

z2 = x2;

z3 = x3;

ỹ =−e−y + 1:

We will now show that system (16) is not transformable to
the observer form via a state-space diMeomorphism and a
time scaling, that is, it is not transformable via a state-space
diMeomorphism to form (6). Condition (i) of Theorem 2
implies that

'= 3
4 :

Therefore,

s= ce(3=4)x1 ;

where c∈R, c �= 0, and we thus have

Vf =
1
s
f = c

(
x2e(1=4)x1

@
@x1

+ x3e−(3=4)x1 @
@x2

)

and

Vg= s2g= c2e(1=2)x1
@
@x3

:

Straightforward calculations shows that

[ad Vf Vg; ad2
Vf Vg] =−3

4
x2c7e3=4x1

@
@x3

�= 0

implying that the system cannot be brought to the observer
form via a state-space diMeomorphism and a time rescaling,
that is, it cannot be transformed via a state-space diMeomor-
phism to form (6). The same conclusion can also be deduced
directly from Proposition 1.
Note also that for n=3 and f3 as in Proposition 1, system

(8) can be linearized up to output injection via state and
output transformations provided

a= 1
3 b′ − 1

9 b2 and c = d′ − 1
3 bd:
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(see Krener & Respondek, 1985; Keller, 1987; Phelps,
1991). This indicates that the conditions for linearization
up to output injection via state transformation and time
rescaling and via both state and output transformation are
indeed diMerent.

6. Motivating example—continuation

Now, we will come back to the model of reactor of
Section 2 and illustrate our main result, that is Theo-
rem 2, with that model. To start with, notice that system
(3), (4), whose observation is y = T , is not observable
and decomposes into two subsystems: the observable
system evolving on three-dimensional (cA; cB; T )-space
and a completely unobservable system evolving on
2-dimensional (cC; cD)-space. This is clear in view of
the fact that the evolution of cA, cB, and T depends
neither on cC nor on cD. Due to the mass conserva-
tion, cA + cB + cC + cD = const and hence, if the sum
of initial concentrations is known a priori, the system
can be de:ned on a four-dimensional linear manifold
that allows to decrease the dimension of the unobserv-
able part. Consider the case when the sum of initial
concentrations is unknown. We will show that we can
bring the maximal observable subsystem, that is the
system

dcA
dt

=−(k1e−E=RT + k2e−E=RT )cA;

dcB
dt

= k1e−E=RT cA − k3e−E=RT cB;

dT
dt

= J1k1e−E=RT cA + J2k2e−E=RT cA

+ J3k3e−E=RT cB + QQHv=%c%V;

with the observation y = h = T , to form (6). The above
system can be expressed as

dxObs

dt
= e−E=RT (FObsxObs + �Obs(T ))

y = CObsxObs;

where FObs and CObs are suitable constant matrices (which
are, actually, the restrictions of the matrices F and C,
respectively, of (3) and (4) to the observable subspace
R3, equipped with the coordinates xObs = (cA; cB; T )t).
Denote C1xObs = CObsxObs, C2xObs = CObsFObsxObs, and
C3xObs =CObs(FObs)2xObs. Recall that lj =(j(j−1)=2)+1,
for any j¿ 2. We have

Lj
fh= lj

E
RT 2 e

−jE=RT (CjxObs)(C2xObs) + e−jE=RTCj+1xObs

+CjxObsaj(C1xObs) + bj(C1xObs; : : : ; Cj−1xObs);

for 26 j6 3, for some suitable functions aj and bj. It fol-
lows that the vector :eld g is uniquely de:ned by

LgC1xObs = 0;

LgC2xObs = 0;

LgC3xObs = e2E=RT :

Thus we have

dLgL3
fh=

4E
RT 2 e

−E=RT d(C2xObs)mod span{dh}

and

dLfh= e−E=RT d(C2xObs)mod span{dh}:

Since l3 = 4, by condition (i) of Theorem 2 we have

'=
E

RT 2 ;

which yields the ordinary diMerential equation on the output
space

ds
dT

=
E

RT 2 s;

whose solution is

s(T ) = ce−E=RT ;

where c∈R, c �= 0. Clearly, the time rescaling

d	= s(T ) dt = ce−E=RT dt

brings the system to the observer form

dxObs

d	
= FObsxObs + �Obs(T )

y = T:

Obviously, adi
Vf
Vg, for 06 i6 2, form a commuting frame

since

Vf =
1
s
f =

1
c
eE=RT e−E=RT (FObsxObs + �Obs(T ))

and

Vg= s2g

implying that Vg is de:ned by

L VgC1xObs = 0;

L VgC2xObs = 0;

L VgC3xObs = C2:
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7. Conclusions

In this paper we considered the problem of transforming,
via coordinate change and time scaling, dynamics with out-
put to a form which admits an observer with a linear error
dynamics. The class of admissible time scalings used in this
paper is given by the equation

d	= s(y(t)) dt;

where s is a real-valued positive function which depends
only on the output of the observed dynamical system. This
condition is necessary for practical implementation of an
observer designed by the proposed technique.
We proposed necessary and su4cient conditions ensuring

the existence of an appropriate (local) coordinate change
and output-dependent time scaling such that in the new co-
ordinates and with respect to the new time the system ad-
mits one of the two normal forms (either linear or linear up
to a nonlinear additive output injection) for which the ob-
server design problem can be easily solved. Our conditions
involve solving one ordinary diMerential equation on the out-
put space (whose solution actually determines the needed
time rescaling) and calculating Lie brackets.
We also compared the class of systems that can be put

into observer form under a state-space diMeomorphism and
time scaling with that for which we use a state-space and
an output-space diMeomorphism. Starting from n = 3 those
classes are diMerent and a natural problem for future in-
vestigations is to consider the group consisting of all those
transformations.
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