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• Unemployment rate (Varian & Choi 2012, Askitas & 
Zimmerman 2009, Tuhkuri 2014) 

• Housing market (Brynjolfsson & Wu 2013) 
• Sales (Goel et al 2010, PNAS) 
• Macro indicators (Koop & Onorante 2013) 
• Stock market (Preis et al 2013) 
• Consumption (Vosen & Schmidt 2012) 
• Influenza (Ginsberg et al. 2009, Nature) 

LITERATURE 
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• unemployment benefits 
• unemployment office 
• unemployment claim 
• unemployment compensation 
• unemployment insurance* 

GOOGLE INDEX 

*In	  Finnish	  
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Unemployment 
Lags 

Google 
Index 

MODEL 



• Fit the best model you can using the data you have 
(which may often be past values of the time series 
itself.)  

• Add Google Trends data as an additional predictor  
• See how the out-of-sample forecast improves using 
mean absolute error using a rolling window forecast.  

• Particularly interest in turning points since they are the 
hardest thing to forecast.  

 

MODEL 

*Choi, Hyunyoung, and Hal Varian. "Predicting the present with google trends." Economic 
Record 88.1 (2012): 2-9	  



Unemployment rate 

MODEL 

the Google searches predict the present unemployment rate. In the subsequent
sections, I will explore if Google search data predict the future unemployment
rate and, if the Google data would be useful in predicting the turning points
of the unemployment series. I also analyze the series also jointly by performing
Granger non-causality tests and studying the cross-correlation function

3.1 Predicting the Present

In summary, I select a simple univariate autoregressive model as a benchmark
for predicting the unemployment rate. Then I add a contemporaneous value of
Google Index to the model. Finally I compare the properties of the two models.
This approach has been suggested by Choi & Varian (2012) and Goel et al.
(2010).

The main specifications for evaluating nowcasting performance are Model
(0.0) and Model (1.0) and they presented below.

Model (0.0): log(y
t

) = �0 + �1log(yt�1) + �2log(yt�12) + e

t

Model (1.0): log(y
t

) = �00 + �10log(yt�1) + �20log(yt�12) + �30xt

+ e

t

The unemployment rate in the present month t is denoted by y

t

, in the
previous month by y

t�1, and a year ago by y

t�12. The contemporaneous value
of Google Index is denoted by x

t

. Moreover, e
t

denotes the error term. I model
the unemployment rate using logarithms because changes in unemployment rate
are most naturally discussed in percentage terms. This has also been suggested
by Choi and Varian (2012).

The Google Index is available in real time, while the unemployment rate is
only available after the end of each month. This gives the Google data a mean-
ingful forecasting lead (Choi & Varian 2012). The difference in publication lag
is one of the main motivations, why Google data might improve the predictions
of the unemployment rate. In other words, I ask whether searches for unem-
ployment benefits now help to predict the current unemployment rate, which is
not known. Google searches are typically associated with the present economic
activity (Ginsberg et al. 2009, Preis et. al 2010), not necessarily the future. I
study whether Google data can help predict the future unemployment rate in
next section.

The idea is to impose as little structure as possible to minimize assumptions.
Furthermore, there are only 130 observations, which means that the higher
order models are not necessarily estimated accurately. Also, simple models
yield often better out-of-sample predictions (Verbeek 2012). It is essential to
avoid overfitting.

Therefore I apply standard ARIMA model selection procedures and select
seasonal AR(1) model as a benchmark for predicting the unemployment rate.
The Figures A.1 and A.2 describe the autocorrelation functions of the residuals
and squared residuals for the baseline Model (0.0). I account for the remaining
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PANEL DATA 



• No improvements using search volumes for 
Facebook 

• Results vary between countries 
• Possible solution: better search terms 

VARIABLES 



• Google searches predict unemployment 
• Limited to short-term predictions 
• Value for forecasting purposes episodic 
• Improvements still small 
• But useful for economic forecasting 

CONCLUSION 
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