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1 Introduction

1.1 General information

The network is entitled

Statistical Analysis of Association and Dependence in Complex Data

and has project number P6/03.

There are 5 Belgian partners and 4 European partners in the network. The coordinator is

from the French speaking part of Belgium, the four associate partners are from the Flemish part.

Detailed information about the partners is given below.

Network coordinator:

1. Léopold Simar (2007-2008) and Ingrid Van Keilegom (UCL) (2009-)

Institution: Université catholique de Louvain, Institut de statistique

Budget: 900,000 e

Associate partners:

2. Iven Van Mechelen and Irène Gijbels (KUL-1)

Institution: Katholieke Universiteit Leuven

Budget: 650,000 e

3. Geert Verbeke (KUL-2)

Institution: Katholieke Universiteit Leuven

Budget: 400,000 e

4. Luc Duchateau (UG)

Institution: Universiteit Gent

Budget: 400,000 e

5. Noël Veraverbeke and Geert Molenberghs (UH)

Institution: Universiteit Hasselt

Budget: 400,000 e

European partners:

6. Anestis Antoniadis (UJF)

Institution: Université Joseph Fourier, Grenoble, France

Budget: 25,000 e

7. Paul Eilers (UU)

Institution: Universiteit Utrecht, The Netherlands

Budget: 25,000 e

8. Wenceslao González Manteiga (USC)

Institution: Universidad de Santiago de Compostela, Spain

Budget: 25,000 e
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9. Mike Kenward (LSHTM)

Institution: London School of Hygiene and Tropical Medicine, U.K.

Budget: 25,000 e

1.2 History of the IAP network

During Phase V the following partners have participated to the project entitled ’Statistical tech-

niques and modeling for complex substantive questions with complex data’: the Belgian part-

ners UCL, KUL-1, KUL-2, UH and ULB, and the European partners UJF and RWTH-Aachen

(Aachen Technical University). With the exception of the ULB partner and the RWTH-Aachen

partner, all of these partners take part in the present project. Moreover, one new Belgian

group was added to the network (namely UG) and three new European partners were invited

to join (UU, USC and LSHTM). More information on the accomplishments of the network dur-

ing phase V (annual reports, overview report, ...) can be found on the web page of the network

(http://www.stat.ucl.ac.be/IAP/PhaseV).

1.3 Summary of the objectives of the research project

One key aim of statistics is to analyze in an appropriate way the dependence and association present

in a dataset. The data that are collected nowadays to analyze these dependence structures, are

often of a complex nature and also the research questions are of an ever increasing complexity.

This requires the construction of new models, or the adaptation of existing models, which is a

challenging task. The development of new methods and intensive interaction between experts will

also be required to cope with these complex data.

The global objective of the network is to develop new models and methodological tools to do

inference and to analyze these complex data structures. To achieve this goal, the network will be

structured in five interlocking workpackages, devoted to different types of complex data structures,

that will be studied within the network.

1. Workpackage 1: Multivariate data with qualitative constraints

In statistical analysis, the quantity one wants to estimate or test a hypothesis about, often

satisfies certain natural qualitative constraints, which one has to take into account, if one

wants to make fully use of the nature of the data. Examples of constraints include boundaries

(e.g. in frontier analysis), monotonicity, convexity, ellipticity or independence of unobserved

components, unimodality and sparsity. Qualitative constraints also arise when using dimen-

sion reduction techniques, analyzing functional data or dealing with inverse problems. A

wide spectrum of statistical techniques is required to analyze this type of complex data.

Building further on the results obtained in the previous phase (Phase V) of the network,

new challenging research questions will be studied in this area, like e.g. the estimation of

stochastic boundaries, the use of dimension reduction techniques with incomplete data, etc.

2. Workpackage 2: Temporally and spatially related data

Methods based on principal component analysis to forecast single variables on the basis of a

large panel of time series are widely studied in the economic literature, and will be further
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explored and compared. Also, the work on dynamic factor models, already initiated during

Phase V of the network, will be further pursued. Another topic the network is very much

interested in, is the study of non-stationary time series. The achievements in the domain

of locally stationary time series, which have been extensively studied during Phase V, will

be further developed with a new emphasis on goodness-of-fit tests, adaptive inference and

timespace modeling. A unified approach will be taken in order to jointly address several

types of non-stationarity (such as time-varying coefficients models, unit roots models,...).

3. Workpackage 3: Incomplete data

Several types of incompleteness in the data arise in practice: missing data, censored data

(right censoring, interval censoring, ...), truncated data, misclassified data, coarse data, ...

The main focus will be on censored and missing data. In particular, the work on nonpara-

metric estimation with censored data and on frailty models studied already in detail during

Phase V, will be further pursued, and it will be studied how repeated data and survival

data can be jointly modeled. The focus in the analysis of missing data will be on sensitivity

analysis and on the combination of latent structures and mixed and mixture modeling ideas.

Another research topic that the network is very much interested in, is the estimation of causal

effects of observed exposures, measured with error, in randomised studies.

4. Workpackage 4: Data with latent heterogeneity

Unobserved heterogeneity can be modeled in different ways. A natural and common way to

model this heterogeneity is by means of mixed models, which have been extensively studied

during Phase V. The gained expertise opens the door to study in particular mixed models

with partially specified residual dependencies conditional on the values of the random effects,

and generalized linear mixed models. For the latter model, flexible models for the random

effects distribution will be investigated, like mixtures of normals to approximate a B-spline

basis.

5. Workpackage 5: High-dimensional and compound data

In many applications dealing with genomics, proteomics, metabolomics, etc., data to be dealt

with typically include a very large number of variables. The information in such datasets

often contains a lot of noise in the form of irrelevant information and masking variables.

Additionally, the information can come from different types of sources. Major challenges for

these datasets pertain to the detection of structure in high-dimensional problems, the filtering

of noise and irrelevant pieces of information, multiple testing in the presence of a high number

of variables, and drawing much stronger inferences by means of suitable combinations of

different data pieces at hand. To deal with these challenges, suitable non and semiparametric

techniques (including smoothing methods) will be developed, that can be used for noise

reduction, appropriate dimension reduction and clustering techniques (including methods of

mixture modeling) for high-dimensional two- and multiway data, and data fusion methods

in which several pieces of multiblock or multiset data are jointly modeled.

Cross-links between the five workpackages will be established on at least three different levels,

which are visually represented in Figure 1.
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I. Interlocking complexities in the data

In practical situations, often data are encountered that imply interlocking complexities as

studied in several workpackages. Methods will be developed for dealing in an appropriate

way with such compound complexities. This will require more than a mere concatenation of

results as obtained from different workpackages, because when considering e.g. missing data

in a multivariate context new kind of complexities will have to be dealt with.

II. Common modeling approaches

The study of dependence is a recurrent topic across all workpackages. In this regard differ-

ent approaches will be taken to deal with dependence modeling, including the use of copula

models, regression models that are based on e.g. various kinds of dimension reduction ap-

proaches, and random effects models, like e.g. generalized linear mixed models. Within the

network, those different approaches will be compared, both on a theoretical level and on the

level of analyses of several benchmarking datasets.

III. Common methods and tools

The different workpackages will rely on a common set of tools, including techniques of kernel

smoothing, semiparametric inference, Bayesian inference, optimization, randomization and

bootstrap. Findings on these tools will be exchanged among workpackages, and generic

results on these tools will be aimed at, allowing their use in a broad range of contexts.

Statistical 
analysis of 

association and
dependence

I. 
Data

II.
Models

III.
Tools

Figure 1: Visual representation of the structure of the project.

1.4 Summary of the objectives of the partnership

The importance of the IAP network for its partners is reflected in many different ways :

1. Increased research activities and recognition of the partners of the network

Thanks to the network, there are more intensive and effective exchanges within a considerable

part of the Belgian statistical community. The international position of the partners is

strengthened by taking advantage of the complementarities in the international contacts,
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the increased visibility of their work, etc. Moreover, the partnership also strengthens the

possibilities to recruit suitable PhD students/researchers through joint advertising/operating

on the international job market.

2. Increased interaction between different fields in statistics

The researchers of the network are sometimes faced to similar problems but in different fields.

An example (among many others) is given by the use of copula models, which is a recurrent

topic in many fields in statistics. In this respect, each partner clearly benefits from the

expertise of the whole network.

3. More training opportunities for PhD students

The network offers more and richer training opportunities for young statistical researchers.

For instance, many short courses are organized by the partners of the network. The an-

nouncements of these short courses are sent to all members of the network, and as a result

the courses are attended by many of its PhD students.
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2 Research results

In this section the scientific achievements of each of the five workpackages are outlined. For each

workpackage we describe below briefly which results have been obtained and we refer to publications

and/or discussion papers for more details about the obtained results. For each workpackage, we

also summarize the main objectives and the main achievements in relation to the initial objectives,

and we comment in case of deviations from the initial project workprogram.

2.1 Workpackage 1: Multivariate data with qualitative constraints

The contributing partners

As presented in the project description, contributions to this workpackage come mainly (but not

exclusively) from the partners KUL-1, UCL, UH, UG and the European partners UJF, USC, and

UU. A lot of collaborative research has been done between the partners as can be noticed from the

lists of joint publications.

A summary description of the objectives

The main objectives of workpackage 1 in the project were:

(1) to develop powerful nonparametric techniques for estimating boundaries or frontiers; for

estimating smooth or non-smooth (multivariate) functions/images; for estimation in in-

verse/deconvolution problems;

(2) to do inference in semiparametric regression models and to study semiparametric efficiencies;

(3) to study (robust) regression quantiles and multivariate extensions of these;

(4) to model dependencies and to test for independence; to study appropriate measures of de-

pendencies, including analysis of robustness and efficiency.

The main achievements in relation to the initial objectives

Very substantial research work has been carried out, and without exaggeration it can be stated that

the four main objectives have been met, and even more than that. For each of the four objectives

we provide a summary of the main achievements.

(1) Powerful nonparametric techniques for estimating boundaries or frontiers:

Bootstrap methods and the consistency of these methods are one of the major

contributions in deterministic frontier models. Another major accomplishment is

the study of partial frontier functions, their robustness properties and links between

the different classes of partial frontiers on one hand and full frontiers on the other

hand. In stochastic frontier estimation powerful local likelihood approaches have

been developed.

Powerful nonparametric techniques for estimation in inverse/deconvolution problems:
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The density deconvolution problem has been studied intensively using kernel meth-

ods and wavelet methods, and several seminal insights into the inverse problems

were gained and further exploited. Attention has been devoted to practical issues

inherently to this and related problem.

Powerful nonparametric method for inference of smooth or non-smooth (multivariate) func-

tions/images:

Local linear fitting has been one of the major tools in developing good performing

nonparametric methods for smooth or non-smooth functions or surfaces. Such

methods have been developed for estimation of regression curves and surfaces,

spectral densities and also irregular probability densities. Penalized regression

techniques have been studied very intensively, with particular attention to the

choice of the penalty function, mean and dispersion function estimation and the

use of the technique in variable selection procedures. Also major contributions in

empirical likelihood approaches are to be noted.

(2) Inference in semiparametric regression models and the study of semiparametric efficiencies.

Major classes studied in this context are location-scale models and single-index

models. Major contributions to the area include exploiting the estimation of the

error structure in a regression model, semiparametric estimation of dispersion func-

tions and several important contributions to nonparametric and semiparametric

testing procedures.

(3) Study (robust) regression quantiles and multivariate extensions of these.

Important new contributions in robust analysis of multivariate data are delivered:

versions of boxplots that are more appropriate for skewed distributions; depth

quantiles (also for censored data); robust methods for dimension reduction, such as

robust Principal Component Analysis, and robust vector support machines meth-

ods; robust resampling techniques (such as robust bootstrapping), and robust clus-

tering techniques.

(4) Modeling dependencies and testing for independence; study of appropriate measures of depen-

dencies, including analysis of robustness and efficiency.

Several groundbreaking results have been obtained related to this objective. Im-

proved estimators for nonparametric copulas have been proposed, leading also to

new test procedures for testing for certain type of dependencies. The concept of

conditional copulas and associated conditional association measures were studied

and these are very useful tools in many application areas. Many new aspects of

extreme-value copulas have been studied and a particular focus was on efficiency

of the proposed estimation methods.
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Comments in case of deviations from the initial workprogram

There were no deviations from the initial workprogram. The whole workprogram described in

workpackage 1 has been carried out.

2.1.1 Boundaries, frontiers, and efficiency and productivity analysis

Estimation of a support of a (univariate or multivariate) density function, or estimation of a

more general support is a topic of research in the network since the start. Also estimation of

the boundary of a support is an intensive research topic in particular in the context of frontier

estimation.

Estimation of general supports have been studied in various papers, among which [414] and

[404].

In frontier estimation, the objective is to estimate from a sample of observed units (firms, banks,

hospitals, . . . ) the optimal production plans (optimal combinations of inputs/outputs) maximiz-

ing the outputs for a given combination of inputs or minimizing the inputs for a fixed level of the

outputs. This optimal production frontier can then serve as a benchmark to evaluate and compare

firms’ performance by estimating their actual distance to the attainable optimal frontier. From

a statistical point of view, the problem can be viewed as estimating the support (and its bound-

ary) of a multivariate random variable in the input/output space. Two major approaches have

been developed in the literature: (i) deterministic frontier models, where all the observed data

are inside the unknown attainable production set, and (ii) stochastic frontier models where noise

is allowed in the process and some observations can lay outside the production set. Parametric,

semiparametric and nonparametric approaches have been investigated in both family of models.

The main contributions in these fields can be summarized as follows.

(i) Deterministic frontier models

Envelopment estimators, DEA (Data Envelopment Analysis) and FDH (Free Disposal Hull), have

been used extensively in the literature. Inference for these estimators is available and the bootstrap

seems the only practical way to approximate their sampling distribution. [521] present a recent

survey of latest developments and [1084] suggest an easy and efficient way to reduce the bias of

the FDH estimators. The major theoretical contribution is [513] which provides the asymptotic

theory of DEA estimators with a formal proof of the consistency of the bootstrap. The bootstrap

can be based on a complex “double smoothing” procedure (smoothing of the estimated frontier and

of a joint multivariate density in the input/output space) or by using subsampling. [1060] propose

a simpler consistent bootstrap algorithm using the double smoothing approach and [1076] show

how to select the optimal subsample size when subsampling is chosen. The latter is particularly

useful when testing issues are considered (testing returns to scale or testing convexity in [1076] and

testing restrictions in [1075]). A similar approach has been used in [78] to compare the efficiency

of two groups of firms (like public or private,. . . ). The particular case of CRS (constant returns to

scale) impose some conical structure of the attainable set and the inference can be then improved.

The theory for the full multivariate case is now available in [1150].

An important topic in efficiency analysis is to understand which external factor (like regulatory
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rules, environmental variables,. . . ) may influence or explain the efficiency scores. These factors

are not necessary under the control of the producer but may influence the production process.

Most of the researchers have used two-stage approaches where in a second step, the DEA efficiency

scores are regressed on these external factors. For the first time in this literature, [76] propose a

Data Generating Process (DGP) where this approach can be used; in particular, the approach is

shown to rely on a separability condition that previous literature had neglected. Here again, the

bootstrap has to be used to improve the inference in the second step regression. Another approach

is to use conditional efficiency scores (conditional on the value of these external factors). [49]

propose a unifying approach allowing both convex and non-convex technologies. The asymptotic

theory of these estimators is provided by [1108] and [1083] propose a data driven method to select

the optimal bandwidth used for smoothing this external conditioning variable.

An other challenging issue when using envelopment estimators is the robustness to extremes

and outliers. Related to this aspect, two concepts of partial frontiers have been introduced in

the literature: an expected maximum output frontier of order m, and a conditional quantile-type

frontier of order α. In [1164] the important question is investigated how the two families of partial

production frontiers are linked. This paper also establishes some asymptotic results and contributes

to fill gaps in the existing literature. The insights gained in the links between the two types of

partial frontiers, brought up a completely new class of quantities and their estimation, studied in

[1163]. The new concept of extremiles is in this paper applied in estimating frontier cost models.

[47] develop in multivariate setup a robust version of the FDH estimator based on non-standard

conditional order-α quantiles and [500] prove the functional convergence property of these esti-

mators. A new challenging approach is to see if by selecting the order of these partial frontiers

estimators, we can estimate the full frontier in a robust way by keeping also the asymptotic nor-

mality of the estimators. This has been done by investigating the link between frontier estimation

and extreme value theory in [1128] for the order-α quantile estimator and in [1031] for the order-m

estimators.

Such robust techniques have been described in the book [48]. Applications to European uni-

versities can be found in [40] and [39], and to transitioning economies in [515]. [1114] extend to

a case of two frontiers the standard frontier model used in productivity analysis and eventually

provides a new methodology for measuring a degree of market imperfection along with a measure

of the bargaining power of the supply and demand sides.

When a panel of data is available, Malmquist indices are quite useful to investigate the evolu-

tion of the production process over time. [1129] show how the bootstrap can be used to produce

prediction in this setup.

(ii) Stochastic frontier models

The challenge in this class of models is to identify the noise from the inefficiency when evaluating

firms’ performance. Even in a full parametric setup (parametric frontier function, strong parametric

assumptions for the noise and the inefficiency distribution), the problem is still a challenge. [1122]

indicate how bagging techniques (using bootstrap) are useful to improve the inference for individual

efficiency scores.

In a full nonparametric setup, stochastic models are not identified, so a minimal set of as-
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sumptions is needed to allow more flexible models than the restrictive parametric ones. The first

attempt in this direction is [68] where local maximum likelihood methods are proposed. In a

different multivariate setup [75] propose a DGP allowing to introduce noise in DEA/FDH method-

ologies. This has been extended by [1151] to propose stochastic version of DEA/FDH estimators

in a quite general setup. By using the results of [518], two stage approaches analyzed in [76] can

also be extended to cover more flexible models for the second step regression.

Of course, when a panel of data is available one has more information to identify the noise. [73]

analyze the properties of semiparametric efficient estimators in models with time dependence.

The problem of stochastic frontier models can in fact be seen as a deconvolution problem. A

lot of research has been done by members of this (and the previous) network on the topics of

density and regression deconvolution, and several breakthroughs have been realized in this area.

Deconvolution problems or, more generally, inverse problems are hard problems, and frequent

encountered difficulties (mainly related to practical implementation, issues related to optimization

tasks and issues of numerical stability) have been reviewed and studied in [134] in a case study in

density deconvolution.

2.1.2 Non- and semiparametric estimation of (irregular) curves and surfaces

Unknown functions and surfaces are not always smooth, and may show different types of irreg-

ularities in different regions. In a first paper (see [141]) it was shown how local linear fitting

techniques could be used to estimate curves with jump discontinuities. The proposed method

nicely compromises between smoothing on one hand and jump-preservation on the other hand.

Theoretical properties of the method have been established, and its performance was illustrated on

various examples. An extension of the method to estimating two-dimensional irregular regression

surfaces was provided. This research is also linked to edge detection and image analysis. In [599]

an overview is given on the use of local linear fitting for (univariate) smoothing while preserving

irregularities. In [1195] those techniques are used to enhance a better estimation of curves near

peaks. Curves with possibly different types of irregularities, namely jump and peak irregularities,

were considered in [1170], and local linear techniques are used for their estimation. A review paper

on locally weighted regression has been written upon invitation (see [1238]).

Another approach to deal with inference for curves with irregularities is to use penalized re-

gression techniques with an appropriate choice of the penalty function. Some penalty functions

typically are better suited for estimation of curves with irregularities than others. A specific penalty

choice influences the optimization problem to be solved as well as the existence of a (unique) so-

lution. In [1679] nonparametric regression estimation is considered in extended generalized linear

models using penalized splines with non-quadratic penalties. This unified approach allows to study

the optimization problem and asymptotic properties of the resulting estimator for a whole class of

penalties. The papers [1240] and [1241] investigate penalized regression with a difference type of

penalty and provide a data-driven procedure to choose the differencing order. Moreover, theoretical

properties support this data-driven choice, and these results are among the few theoretical studies

that have been carried out in this context. The powerful P-splines techniques is also used as a

basic ingredient in a variable selection procedure for additive models that has been developed in

[1640]. The combination of the P-splines technique together with the nonnegative garrote method
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extended to the context of a nonparametric functional additive model resulted into a variable se-

lection with a very good performance. Estimation consistency and variable selection consistency

of the procedure have been established.

[1239] consider the problem of under- or overdispersion estimation. Especially overdispersion

of data is a well-known phenomenon when analyzing data. A unified approach to estimate non-

parametrically mean and dispersion function is provided. A major contribution is that the flexible

modeling allows for a combination of both situations: overdispersion or underdispersion, and more-

over allows for even cross-overs among the situations as a function of the domain of a covariate. A

starting point for the unified approach is a double exponential family of conditional distributions,

which incorporates a dispersion parametric function into the usual exponential family. Flexible

models are then obtained by extending these basic models. These extended models are quite

appealing since their interpretability is similar to the popular generalized linear models. The de-

veloped procedure for mean and dispersion estimation has been used to analyze several data sets,

including Italian abortion data. A specific example of a generalized linear model is the logistic re-

gression model. Lasso logistic regression is used to analyze gene expression data in [1645]. Poisson

regression models are another example of models that fit into a framework of generalized linear

models. Estimation of the parameters in a multivariate mixed Poisson model is an important

problem in image processing, especially for active imaging or astronomy. However, the classical

maximum likelihood approach cannot be used since the corresponding masses cannot be expressed

in a simple closed form. The paper [1569] studies a maximum pairwise likelihood approach when

the mixing distribution is a multivariate Gamma distribution. This method is applied to change

detection in low-flux images.

Bayesian smoothing ideas, and in particular Bayesian P-splines, have been used in a number

of papers, with applications to pharmacokinetics. In preclinical and clinical experiments, phar-

macokinetic (PK) studies are designed to analyze the evolution of drug concentration in plasma

over time i.e. the PK profile. In this context, the estimation of pharmacokinetic parameters using

adaptive Bayesian P-splines models is studied in [1109], while [482] estimate receptor occupancy

using varying coefficients models. Extensions of Bayesian P-splines models for fitting PK curves is

considered in [481].

In financial applications, one needs to deal with various irregular behaviors (e.g. of stock market

prices, or stock indices). Among the key issues is the study of the volatility function. In financial

mathematics and engineering, the erratic behavior is often modeled by using particular classes of

stochastic processes, such as Lévy processes. A lot of work has been done here. See for example

[1192], [1202], [1211]. The recent book [1259] gives a good survey of the use of Lévy jump processes

in credit risk.

2.1.3 Nonparametric (location-scale) regression and semiparametric regression

[1649] model the relationship between the error and the covariate in a nonparametric regression

model by means of a copula model. This offers an alternative for the model assuming independence

between these two variables, since the latter assumption is often violated in practice. ROC curves

are a useful tool to analyze the discrimination capability of a diagnostic variable in medical studies.

In certain situations, the presence of a covariate related to the diagnostic variable can increase the
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discriminating power of the ROC curve. In [1687] the authors model the effect of the covariate

over the diagnostic variable by means of nonparametric location-scale regression models, and they

propose and study a new nonparametric estimator of the conditional ROC curve. In [1148] the es-

timation of the error distribution is considered in a nonparametric location-scale regression model

with multivariate covariates. The estimator is based on multivariate local polynomial fits of the

regression and variance function. Various applications to testing model assumptions in nonpara-

metric multiple regression are also considered. Under the same model, [1116] consider change-point

tests for the error distribution in nonparametric regression.

Single index models are quite useful to explore the effect of exogenous variables on the probabil-

ities in two-way contingency tables. A general approach is developed in [1136] and its application

for testing issues in the table is in [1135]. Gery Geenens presented his PhD in this field in June

2008. In [484], the authors first propose a new estimator of the joint distribution of a d-dimensional

covariate X and a univariate response Y , that is subject to random right censoring. The estimator

overcomes the common curse-of-dimensionality problem, by using a new dimension reduction tech-

nique. Second, they assume that the relation between X and Y is given by a single-index model,

and propose a new estimator of the parameters in this model.

[79] study the backfitting and profile methods for general criterion functions that depend on

a parameter of interest β and a nuisance function θ. They show that when different amounts of

smoothing are employed for each method to estimate the function θ, the two estimation procedures

produce estimators of β with the same limiting distributions.

Modeling heteroscedasticity in semiparametric regression can improve the efficiency of the es-

timator of the parametric component in the regression function, and is important for inference

problems such as plug-in bandwidth selection and the construction of confidence intervals. In

[1124] the authors propose a general method to estimate the dispersion function in a semiparamet-

ric way, and they obtain generic conditions under which the proposed estimator satisfies certain

asymptotic properties.

[516] propose consistent estimators in a semiparametric transformation model, where the trans-

formation is modeled parametrically, and all other components of the model are non- or semipara-

metric. The authors propose two methods for the estimation of the transformation parameter:

maximizing a profile likelihood function or minimizing the mean squared distance from indepen-

dence.

2.1.4 Nonparametric and semiparametric testing procedures

Often bandwidths or other smoothing parameters in nonparametric testing procedures are chosen

based on an estimation optimality criterion. The paper [630] investigates an optimal choice for

the bandwidth parameter in a semiparametric testing context. The paper provides theoretical

contributions as well as a practical selection rule. An important problem in regression is the

development of goodness-of-fit tests for (semi)parametric regression models. In [998], a novel testing

approach is developed for testing whether the regression curve belongs to some parametric family

of regression functions. The proposed test statistic measures the distance between the empirical

distribution function of the parametric and of the nonparametric residuals. The above paper, which

considered the case of completely observed data, was extended by [457] to the situation where the
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response variable is subject to random right censoring. The latter paper is related to the work in

WP3. In [81] goodness-of-fit tests for parametric regression functions are studied in the presence of

time series errors (related to work in WP2), while [999] and [1091] propose two different empirical

likelihood tests that are able to test the goodness-of-fit of a class of parametric and semiparametric

regression models. The class includes as special cases fully parametric models, and semiparametric

models, like the single-index and the partially linear model. A related problem is the comparison

of regression curves coming from several populations, and the development of goodness-of-fit tests

for the form of the variance function in regression. These problems are studied in [456] and [51]

respectively. Both tests are based on the comparison of two estimators of the distribution of the

errors, one under the null hypothesis and the other under the alternative hypothesis. [502] and

[503] consider a nonparametric location-scale regression model, in which the error is independent

of the covariate, and the regression and variance function are smooth but unknown functions.

They construct tests for the validity of this model. The test proposed in [503] is based on the

nonparametric estimation of the errors, whereas in [502] the test procedure is based on differences

of neighboring responses.

The procedure proposed in [526] is motivated by recent developments in the asymptotic theory

for analysis of variance when the number of factor levels is large. The similarity of the form of

the test statistic to that of the classical F -statistic in analysis of variance allows easy and fast

calculation.

2.1.5 Empirical likelihood

In the context of empirical likelihood (EL), a number of contributions have been made. An invited

review paper on EL methods for regression, with discussion and rejoinder by the authors has been

published recently (see [1092] and [1093]). The regression models considered in this review include

parametric, semiparametric and nonparametric models. Both missing data and censored data are

accommodated. In the context of inference for copula functions [1071] propose a jackknife EL

method that offers important computational advantages with respect to the classical EL method.

Copulas are also considered in [1663], who deal with a general theory for EL for non-smooth

criterion functions. The method allows to deal with e.g. differences of quantiles, copulas or ROC

curves, which were previously studied by means of a smoothed EL approach. Finally, in [1107]

the scope of the EL methodology is extended in three directions: to allow for plug-in estimates of

nuisance parameters in estimating equations, slower than n1/2-rates of convergence, and settings

in which there are a relatively large number of estimating equations compared to the sample size.

A range of examples from survival analysis and nonparametric statistics are provided to illustrate

the main results.

2.1.6 Multivariate data, robust analysis and nonparametric inference

Among the main research themes in recent years in the network, is the analysis of elliptically

distributed multivariate data, possibly corrupted with outliers. A new deterministic algorithm

for the Minimum Covariance Determinant estimator has been developed in [1174], and applied

in a robust calibration framework in [1256]. For high-dimensional data, dimension reduction will
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often be applied by means of a principal component analysis (PCA) method. Work on robust

PCA methods is reported on in WP5. A second research theme is the analysis of non-elliptical

multivariate data. Classification methods for low- and high-dimensional skewed data are proposed

in [1177] and [1246].

Building a sparse and stable linear model when a large number of candidate regressors is avail-

able, is far from trivial. The problem becomes even much more difficult if the data is not necessarily

of high quality, but may contain all kinds of contamination. A robust model building strategy must

yield reliable results for contaminated data, but must also be computationally efficient so that the

result can be obtained in a reasonable amount of time. To this end, [230] and [231] developed com-

putationally efficient techniques to robustly screen out the most relevant predictors from a large set

of candidate regressors. In [230] robust versions of the well-known forward and stepwise variable

selection algorithms are constructed, while in [231] a robust adaptation of the state-of-the-art but

nonrobust least angle regression selection technique is developed.

Once the most important predictors have been identified, several candidate linear models can be

investigated in more detail. To this end, [1414] have developed robust, fast to compute versions of

cross-validation and bootstrap to robustly estimate the prediction performance of a linear model.

[737] have proposed consistent model selection criteria that take into account both the model

complexity and the prediction error of a linear model. The prediction error of the linear model is

estimated by using a fast and robust bootstrap procedure, as reviewed in [738].

Most clustering techniques incorporate constraints on the shape of the clusters to make the

clustering problem feasible. In [1381] the clusters are assumed to have linear structures. However,

this constraint is relaxed by allowing that a fraction of the data does not belong to any of the clus-

ters. Conditions for the existence and consistency of the solutions are given and a computationally

feasible algorithm is proposed as well.

A review on the use of nonparametric methods and methods for robust analysis of data is given

in [1200]. Further, many of the robust statistical analysis were collected in review papers. See

[1244], [1417], [1203], [1255] and [1245].

In the second edition of the book [61], modern approaches of multivariate statistical tools

(CART regression trees and SVM techniques) are illustrated. New sections on copulas and on

heavy tails distribution have also been implemented. Most of the procedures and examples of the

book, using R and Matlab programs, are available on the Web.

2.1.7 Wavelet decompositions, image analysis and multiscale methods

In many applications it is justified to assume a regression function to be monotone. A penalized

wavelet estimation procedure for estimation of a monotone regression function was developed in

[436]. A key issue here was to transfer the primary optimization problem into a dual optimization

problem, which then can be solved more easily.

In [1646] the authors consider a nonparametric noisy data model where the unknown signal is

assumed to belong to a wide range of function classes, including discontinuous functions and the

additive noise distribution may have heavy tails but is zero median. They first use local medians to

construct a Gaussian nonparametric regression model, and the resulting data being not equispaced,

they apply a wavelet block penalizing procedure adapted to non equidistant designs to construct



2.1 Workpackage 1: Multivariate data with qualitative constraints 21

an estimator of the regression function.

Statistical analysis of images is another research area within the project. In [1644] a multi-

scale approach for statistical characterization of temporally and spatially heterogeneous functional

images (arising from, e.g., medical data - MRI or NMR - or from satellite data) is presented.

In [45] the authors address the problem of estimating with wavelets a probability density and

a cumulative probability function, respectively. It is highly non-trivial how to construct and

develop estimation theory for multivariate wavelets under positivity and monotonicity constraints,

respectively.

Another theme of research concentrates on the application of multiscale sparsity in various,

non-standard situations. The use of the lifting scheme in statistical problems on irregular point

sets has been investigated in [1208]. A further exploration incorporates kernel smoothing into a

multiscale scheme using lifting. This is done in [1207]. Another direction is the use of adaptive

lifting in geometrical data, such as images. See [1219]. Multiscale models are also used in model

testing and variable selection in partially linear models, in [1234].

2.1.8 Functional data analysis

In [1235] the authors consider a functional nonparametric regression model, in which the response is

univariate and the covariate is functional. They show the asymptotic validity of a naive and a wild

bootstrap procedure under this model. An application to the construction of confidence intervals

is also studied. [60] study two-sample tests in functional data analysis, starting from discrete data.

It is shown that by choosing the same tuning parameter (e.g. bandwidth) to produce each curve

from its raw data, significant contributions to level inaccuracy and power loss can be avoided.

Application of statistical analysis for functional data related to atmospheric observations is

in [1562]. A retrieval algorithm that uses a statistical strategy based on dimension reduction is

proposed. The algorithm has been applied to high resolution spectra measured by the Infrared

Atmospheric Sounding Interferometer instrument to retrieve 5 atmospheric profiles of temperature,

water vapor and ozone. The performance of the inversion strategy has been assessed by comparing

the retrieved profiles to the ones obtained by co-locating in space and time profiles from the

European Centre for Medium-Range Weather Forecasts analysis. Approaches for the statistical

analysis of biomedical functional data are studied in [1561]. High levels of automation in proteomic

profiling technologies that allow us to look at many proteins at once is lending to datasets that are

increasing in size and dimension, challenging statisticians and biomedical quantitative professionals

to develop appropriate methodologies to meet this demand. [1561] reviews work accomplished by

the author and its collaborators in designing appropriate statistical tools for an efficient search

for proteins and combinations of proteins that can be used as biomarkers to diagnose cancer, to

provide more detailed prognostic information for individual patients, and even to identify which

patients will respond to which treatments.

A challenging topic is the analysis of functional time series. This topic is obviously linked

with work in WP2. Studies are devoted to multivariate functional time series clustering. In

[1564] a method for effectively detecting patterns and clusters in high-dimensional time-dependent

functional data is presented. It is based on wavelet-based similarity measures since wavelets are

ideal for identifying highly discriminant local time and scale features. The contribution of each
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scale to the global energy is considered, in the orthogonal wavelet transform of each input function

to generate a handy number of features that still makes the signals well distinguishable. The new

similarity measure combined with an efficient feature selection technique in the wavelet domain is

then used within more or less classical clustering algorithms to effectively differentiate among high

dimensional populations. This work related to work for high-dimensional data in WP5. In [1567]

a method is proposed to select the bandwidth for functional time series prediction. The idea is to

calculate the empirical risk of prediction using past segments of the observed series and to select

as value of the bandwidth for prediction the bandwidth which minimizes this risk.

2.1.9 Modeling and measuring of dependencies and copula functions

In nonparametric estimation of copulas, a considerable step forward has been made. An interesting

investigation of an existing kernel estimator of a copula, using a local linear type of kernel, revealed

that often assumptions are made (when establishing asymptotic results) that in facts rule out many

of the commonly-used copula families. This interesting finding led to an improved kernel estimation

of copulas, by introducing a shrinkage factor. These important results are published in [1666].

Often, the dependence structure between two (or more) random variables is itself influenced

by another variable, a covariate. Such a dependence structure can be modeled via a so-called

conditional copula function. Estimation of conditional copulas was discussed in [1643]. From the

notion of conditional copula, the concepts of conditional association measures, such as conditional

Kendall’s tau or conditional Spearman’s rho follow very naturally. These conditional association

measures are very nice tools for describing conditional dependencies. Several illustrations of their

use are provided in [1642].

Among the important question in modeling and measuring of dependencies, is the choice of an

appropriate copula function or family. Some copulas exhibit interesting particular properties, such

as positive quadrant dependence or negative quadrant dependence. When one has the additional

knowledge that a copula satisfies for example a positive quadrant dependence property, then such

qualitative knowledge should be taken into account in the estimation procedure. In [1641] testing

procedures for testing the null hypothesis of positive quadrant dependence are developed. The test

statistics are based on state-of-the-art estimation methods, developed by members of the KUL-1

and UH team. Moreover test statistics are built in various ways. The comparisons between the

performances of the proposed tests provided a lot of interesting findings.

2.1.10 Extreme value theory and copulas

Extreme value theory is the basis for modeling extreme events. Contributions to extreme value

theory include, among others, the papers [588], [589]. Special attention in extreme value theory

goes to the estimation of the tail index. An improved reduced-bias tail index was introduced in

[589]. How to estimate the extreme value index under random censoring has been studied in [126].

Extreme-value copulas constitute a family of models designed to describe dependence between

extremes, see the survey paper in [1151]. These copulas are parametrized in terms of a functional

parameter, called Pickands dependence function, which is a convex function on the unit simplex

lying between certain bounds. How to enforce these constraints on a pilot estimator using a
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least-squares approach is the subject of [505]. Rank-based estimators of Pickands dependence

functions are studied in [1099, 1047]. Surprisingly, even when the margins are known, a more

efficient estimator arises if the information about the margins is ignored and ranks are used instead.

Extensions to higher dimensions are treated in [1048].

Another quite popular class of copulas are the Archimedean ones. In [1090], building upon

[42, 43], a complete and user-friendly directory of the tails of Archimedean copulas is presented

which can be used in the selection and construction of appropriate models with desired properties.

The results are synthesized in the form of a decision tree.

Rather than assuming a particular form of the dependence function, a more flexible approach

is just to assume that the tails of the copula of the observables present some kind of regularity,

or formally, that the copula is in the domain of attraction of an extreme-value copula. Statistical

inference on tail dependence then can be reduced to estimation of the extreme-value attractor.

This attractor can be estimated in many ways. Particularly attractive and efficient are the non-

parametric maximum likelihood estimator in [1097] and the nonparametric Bayesian approach in

[1049]. However, dimension reduction techniques can be shown to result in certain parametric

models for which likelihood-based methods fail. For such cases, the method-of-moment estimator

in [501] provides a convenient alternative.

Extrapolation outside the range of the data sample is possible only under some kind of regularity

condition or shape constraint on the population distribution. Arguably the most convenient and

flexible assumption is the one of regular variation and its extensions [1149]. The theory of second-

order regular variation motivates an extension of the Pareto distribution as a universally applicable

model for the tail of a distribution [1647]. The same theory allows an accurate assessment of the

diversification benefits on tail-related risk measures such as value-at-risk when multiple risks are

aggregated into a single one [1130].

2.1.11 Interactions with other workpackages

Workpackage 1 focuses mainly on developing powerful statistical techniques for inference for var-

ious complex data situations encountered in applications. Many of the topics dealt with in this

workpackage are as such directly linked with topics in other work packages.

For example, several techniques discussed in this workpackage can deal with dependent data

and/or censored data, and are directly linked with research under work WP2 and WP3 respectively.

Heterogeneity and approaches to deal with it is one of the important issues in WP4. The

interactions with this WP are particularly through the study of generalized linear models and

mixed models, and extensions of these. Parts of the research done in workpackage 1 also includes

comparisons of different approaches, such as for example a mixed-models random effects approach

and another approach through flexible modeling of nonparametric functions.

Research in WP1 paid attention to large data sets and robust methods as well as to variable

selection and classification methods. As such obtained research results contribute to and interact

with topics in WP5.
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2.2 Workpackage 2: Temporally and spatially related data

The contributing partners

Most Belgian partners (UCL, KUL-1, KUL-2) and most European partners (UJF, USC) have

contributed to WP2.

A summary description of the objectives

WP2’s objectives are summarized as follows:

“Methods based on principal component analysis to forecast single variables on the basis

of a large panel of time series are widely studied in the economic literature, and will be

further explored and compared. Also, the work on dynamic factor models, already initi-

ated during Phase V of the network, will be further pursued. Another topic the network

is very much interested in, is the study of semiparametrically efficient distribution-free

methods for the analysis of volatility, based on quantile autoregression methods, and for

the analysis of unit root problems, that play a major role in the modeling of economic

and financial processes. Finally, the achievements in the domain of local stationary time

series, which have been extensively studied during Phase V, will be further developed,

with a new emphasis on time-space modeling, on-line estimation and automatic model

building.”

The main achievements in relation to the initial objectives

Most objectives have been met. First, dynamic factor models have been studied and further de-

veloped. Second, spatially related data have been modeled and new estimation procedures are

investigated. Third, temporally related data under violations of stationarity and homogeneity

assumptions have been studied, and publicly available software has been developed. The devel-

opment of feasible models allowing non stationarity (link to WP1), censored data (link to WP3)

or characterizing complex psychological data (link to WP4) have also been considered. Fourth,

new methods have been proposed and investigated using wavelets for signal processing and struc-

tural break analysis. Finally, the extensions to multiple series or processes have necessitated the

development of new models and estimation procedures.

Comments in case of deviations from the initial project workprogram

Due to the (unfortunate) non-selection of one of the original partners (ULB) to the network, one of

the originally planned research topics, namely the development of semiparametric distribution-free

approaches to unit root problems, has not been further developed by the network. Nevertheless,

several other new research lines have been initiated by individual partners and jointly by several

partners of the network. Of course, these new research lines need to be developed further, even if

many results are available and have been published already in the international literature.

2.2.1 Overview

Main contributions in the context of univariate correlated data have been made in case of non

stationarity due to structural breaks or time-varying spectra. In case of stationarity new develop-

ments include statistical inference for time series with irregular spectra, for their extremes, under
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censoring, for non linear processes and for continuous time processes. An important aspect was the

development and investigation of feasible models for complex financial or psychological temporally

related data. Extensions to multivariate temporally related data have been studied. New meth-

ods are developed in continuous time multilevel models including Bayesian inference. Correlation

between multiple series have been modeled and statistically analyzed. New developments concern

dynamic conditional correlation model, multivariate extensions of volatility models and modeling

of extremes of multiple series. New estimation procedures have been developed in case of violations

of stationarity and homogeneity assumptions. Finally, detection and modeling spatial correlation

has been investigated using, for example, spectral techniques. New estimation procedures are also

proposed in nonlinear regression with spatially correlated errors.

Temporally and spatially related data are encountered in several sciences and their statistical

analysis has a long history. However, the development and investigation of models for temporal or

spatio-temporal correlated data under non standard assumptions, in discrete or continuous times

and in one or higher dimensions, still encounters many important but unsolved problems. The main

achievements of the research network for temporally and spatially related data can be subdivided

into three categories: complex univariate temporally related data under non standard assumptions,

multivariate temporally related data and spatially related data.

2.2.2 Complex univariate temporally related data under non standard assumptions

One source of complexity very often met in the applied sciences is the deviation from stationarity.

In particular, structural breaks over time is a common feature in time series analysis and is one

potential source of nonstationarity. In [990] nonparametric testing procedures are developed that

simultaneously test for structural breaks in the conditional mean and the conditional variance.

The asymptotic distribution of an adaptive test statistic is established, as well as its asymptotic

consistency and efficiency. The proposed adaptive test is illustrated on the analysis of financial

time series. In [523] a pointwise adaptive estimator of the time-varying spectrum has been proposed

for an explicit wavelet-based model of local stationarity allowing for the spectrum to change very

suddenly in time. The behavior of the estimator is studied in homogeneous and inhomogeneous

regions of the wavelet spectrum. The authors of [1073] treat the case of locally stationary long-

memory processes. In a semiparametric approach, they estimate the time-varying long-memory

parameter of an otherwise fully non parametric specification of a time-varying spectral density by

some log-regression wavelet-based estimator.

Another type of complexity often present in real data is due to the irregularity of the spec-

tral density function of a stationary time series. In [507], a new approach to wavelet threshold

estimation of spectral densities of stationary time series is studied. An alternative method is pro-

posed to address the problem of heteroscedasticity of the minimax mean-square risk for a class of

spectral densities, including those of very low regularity. Nonparametric estimation of a spectral

density with improved estimation at the peaks is dealt with in [1171]. The proposed method relies

on local linear fitting techniques. These techniques are also the basic ingredient for estimating

nonparametrically the volatility function in [1160]. The discussed estimation method allows for a

discontinuous behavior of both the mean and the variance function, and relates to the topic studied
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in [990]. Local polynomial fitting (in a non time series setup) is among the methods studied in

detail and applied in various contexts in WP1.

[1142] consider nonparametric estimation for dependent data, where the observations do not

necessarily come from a linear process. The authors study density estimation and also discuss

associated problems in nonparametric regression using the 2-mixing dependence measure. In par-

ticular the results under the 2-mixing are compared with those derived under the assumption that

the process is linear. Time series can also be studied from the perspective of their largest values,

the spikes, and the temporal aggregation of these spikes into clusters. In [1119], a new estimator

is proposed for the extremal index, a measure of the degree of clustering of extremes.

Sequences of random variables which exhibit certain dependence structures have been studied

theoretically in several papers. In [1561] the maximum entropy extension of a partially specified

autocovariance sequence of a periodically correlated process is considered. The sequence may be

specified on a non-contiguous set. A method is given which solves the problem completely; it

gives the positive definite solution when it exists and reports that it does not exist otherwise.

The method is numerically reliable even when the solution is ‘almost’ semidefinite, and also works

when only positive semidefinite extension(s) exist. In [1573] the authors prove a central limit

theorem for linear triangular arrays under weak dependence conditions. The result is then applied

to the study of dependent random variables sampled by a Z-valued transient random walk. An

application to parametric estimation by random sampling is also provided. In [1574] a random

walk in random scenery is considered. Under a weak dependence assumption on the scenery a

functional limit theorem is proven. A specific class of unbounded functions of intermittent maps

are studied in [1570] and limit theorems and moment inequalities are established in this setup. A

recursive algorithm for the computation of the first and second order derivatives of the entropy of a

periodic autoregressive process with respect to the autocovariances is provided in [1556] Moreover,

an implementation of the algorithm is available as an R package. A new correction method for

temperature series at a daily time scale, relying on a direct non-linear cubic spline regression

method has been introduced in [1560]. The authors show that the proposed method is able to

correct mean of the series, but also high order quantiles and moments of the perturbed series.

Finally, an open source software, based on R language is provided. The package also includes

implementation of some other existing methods.

Censoring of time series data is another problem sometimes encountered with real data. [1098]

and [504] consider a nonparametric regression model in which the data are dependent and the

response is subject to random right censoring. The former paper considers the problem of non-

parametrically estimating the conditional quantile function in this model, while in the latter paper

the problem of estimating the conditional expectation of a known transformation of the response

is considered. Both papers are very much related to the research topics studied under WP1 and

WP3. On the other hand, the construction of confidence intervals and goodness-of-fit tests are

also important to validate models on data. In [1131] three types of confidence intervals are devel-

oped for a general class of functionals of a survival distribution based on censored dependent data.

The confidence intervals are constructed via asymptotic normality, the empirical likelihood (EL)

method, and the blockwise EL method. A procedure to test for proportionality of the regression

function and the scale function in a nonparametric regression model with dependent data is pre-
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sented in [1096]. The test can be considered as a preliminary step to check the validity of certain

time series models, like e.g. ARCH models.

A lot of work is done in the network in developing models for financial data. A brief report

on this work is given in WP1, in a global modeling context using stochastic processes as a main

tool. However, the GARCH and stochastic volatility (SV) models are two competing, well-known

and often used models to explain the volatility of financial series. [1104] consider a closed form

estimator for a stochastic volatility model, derive its asymptotic properties and propose a set

of simple, strongly consistent decision rules to compare the ability of the GARCH and the SV

model. The results are illustrated by an application to stocks in the Dow Jones industrial average

index. [1590] develop and evaluate new algorithms based on GARCH models, neural networks and

boosting techniques, designed to model and predict heteroscedastic time series. The behavior of the

proposed algorithms is evaluated over simulated data and over the Standard and Poors 500 Index

returns series, resulting in frequent and significant improvements in relation to the ARMA-GARCH

models.

Another domain where time series in discrete time arise naturally is that of ability testing: A

set of items (e.g., questions) is given to a sample of examinees (e.g., pupils or students) with the

instruction to solve them. Almost always there is a time limit, and this induces time pressure. In

[1686] a probabilistic model is developed for testing speediness, and it is investigated whether it

is possible to detect persons that are particularly sensitive to time pressure using local influence

diagnostics. In addition, [561] link the idea of test speediness to differential item functioning

(meaning that items may have different properties in different groups of people). In another line of

work, an algorithm is developed that overcomes the computational burden associated with latent

Markov models. In [613], a method is proposed that associates the models in question with a

directed acyclic graph and that applies transformations to this graph to arrive at an efficient

inferential algorithm (see also WP5).

In preclinical and clinical experiments, pharmacokinetic (PK) studies are designed to analyze

the evolution of drug concentration in plasma over time i.e. the PK profile. Some PK parameters

are estimated in order to summarize the complete kinetic profile of the drug. [1109] propose a

Bayesian nonparametric model based on P-splines, in case the data are sparse and noisy, where

typically two difficulties arise with classical estimation methods. The first one is related to the

choice of a suitable compartmental model given the small number of data available in preclinical

experiment for instance. Second, nonlinear methods can fail to converge. An extension to a

hierarchical setting where concentrations from different subjects are available is also presented.

Due to the improvement in the data collection, it is sometimes more natural to consider the

temporal data as a realization of a continuous time process. Typical examples are given by fi-

nancial markets, where microdata are available online, by environmental data, where pollutant

are measured continuously over the day, or by medical data, where functional images like MRI or

NMR are recorded. A lot of work is done in the network in developing models for functional data,

which is one research topic studied under WP1. However, in order to reflect the continuous nature

of the observed data more adapted diffusion models have also been developed.

Regarding single level continuous time models, contributions are made with regard to decision

making. Models in this area are based on diffusion processes, which are real-valued continuous time
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Markov processes. More specifically, in Ratcliff diffusion model a decision process is subdivided

into several components, the core of which is a diffusion process. In a first step, [159] have casted

the Ratcliff diffusion model in a statistical regression framework, constructed and tested algorithms

to fit this model. Along with this theoretical work, [617] developed a freely downloadable Matlab

toolbox to allow experimental psychologists to perform Ratcliff diffusion analyses in an easy way.

While the previous contributions all relied on a frequentist framework, [618] have also developed

Bayesian inferential tools for the Ratcliff diffusion model; this considerably broadens the scope

of problems the models can address. An application of this Bayesian inference method (dealing

with practice effects on the diffusion model parameters) is described in [1197]. In addition to the

Ratcliff diffusion model, inference for a more general type of diffusion models are studied in [1218]

that represent a one-dimensional stationary process of the Ornstein-Uhlenbeck type.

2.2.3 Multivariate temporally related data

One important aspect of the research proposal was an extension of the univariate analysis to the

case of multiple time series or continuous time processes.

Often a researcher does not collect data from a single subject, but from multiple subjects. This

may be interesting from a substantive point of view (e.g., when studying individual differences)

or advantageous from a statistical point of view (e.g., when one needs to pool information from

different sources to arrive at more stable results). There are clear links between this work and

WP4. In a first line of research, a multilevel or hierarchical Ornstein-Uhlenbeck process model

has been developed to analyze irregularly spaced multivariate time series from different subjects

simultaneously. The basic model has been described in [1214] together with a Bayesian inference

algorithm. Subsequently, the model has been expanded to allow for measurement error and for

time-varying covariates, see [575]. In both studies, the models have been applied to data from

diary studies measuring affective quality. Because of the complexity of the Bayesian inference

algorithm, [1179] have investigated whether one could not make use of simpler algorithms that had

been developed before to estimate linear mixed models. It turns out that there are some exact

and approximate relations between the models, but that the Ornstein-Uhlenbeck process allows for

some interesting sources of random variability that the linear mixed model cannot incorporate. Also

the diffusion-based models for decision making have been extended hierarchically, so as to allow

for analyses of experiments with many subjects and fewer decision trials. Given the complexity

of some stimuli (e.g., words, pictures, etc.), it is not possible to make subjects undergo numerous

identical trials; this makes a hierarchical model a necessity. The hierarchical models have been

developed in a Bayesian context because of the computational tools that can be applied within

this framework. In a first study, a hierarchical Ratcliff diffusion model is presented and explained

from a psychometric point of view, [1181]. This has led to a modeling framework that is highly

flexible and easy to work with for applied researchers. Next, the model has been applied in [1254]

to a speeded semantic categorization task in which both subjects and items were random (i.e., a

crossed random effects model).

Another main contribution is the development of working methods for analyzing the correlation

between multiple series and its application to financial data. Correlation mixtures of elliptical

copulas arise when the cross-sectional correlation parameter of a bivariate time series is driven
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itself by a latent random process. In [1066], both penultimate and asymptotic tail dependence

of such copulas are found to be much larger than for ordinary elliptical copulas with the same

unconditional correlation. Furthermore, for Gaussian and Student t-copulas, tail dependence at

sub-asymptotic levels is generally larger than in the limit, which can have serious consequences

for estimation and evaluation of extreme risk. [1052] propose a new dynamic copula model where

the parameter characterizing dependence follows an autoregressive process. As this model class

includes the Gaussian copula with stochastic correlation process, it can be seen as a generalization

of multivariate stochastic volatility models. The authors propose estimation in two steps using

efficient importance sampling, discuss goodness-of-fit tests and ways to forecast the dependence

parameter.

In [1101] a generalization of the Dynamic Conditional Correlation (DCC) model of Engle (2002)

is suggested which allows for asset-specific correlation sensitivities and is useful in particular if one

aims to summarize a large number of asset returns. Two estimation methods are proposed and

an application to daily data on 39 UK stock returns in the FTSE is presented. It is now well

recognized that the maximum likelihood estimator applied to the DCC model is severely biased in

high dimensions and, in particular, in cases where the time series dimension is close to the sample

size. [1053] propose to reduce the bias by using shrinkage for the sample covariance matrix to

target methods, alternatively, using the identity matrix, a single factor model, and equicorrelation.

The diffusion limit of DCC models is derived in [1050] which is degenerated in case of a standard

DCC model, while for a modified version of the DCC model a non-degenerated diffusion limit can

be obtained.

Generalizations of known results on asymptotic theory for GARCH models and their temporal

aggregation to the multivariate case have been considered too. The effects of temporal aggregation

on causality and forecasting in multivariate GARCH processes are analyzed in [1100]. Results

are derived for the distribution of multivariate realized volatility if the high frequency process

follows multivariate GARCH. In [1103] and [1105] the asymptotic theory is investigated for a factor

GARCH model and a multivariate GARCH model in its general vector specification respectively.

Sufficient conditions for strict stationarity, existence of certain moments, geometric ergodicity and

beta-mixing with exponential decay rates are established. These conditions allow for volatility

spill-over and integrated GARCH. The authors show further strong consistency and asymptotic

normality of a quasi-maximum likelihood estimator. [1102] propose a fixed design wild bootstrap

procedure to test parameter restrictions in vector autoregressive models, which is robust in cases

of conditionally heteroscedastic error terms. The authors investigate the case of Granger causality

in a bivariate system of inflation expectations in France and the United Kingdom.

Extreme values of a stationary, multivariate time series may exhibit dependence across coordi-

nates and over time. In [1085], a new and potentially useful tool called tail process is introduced in

order to describe and model such extremes. The key property is the following fact: existence of the

tail process is equivalent to multivariate regular variation of finite cuts of the original process. The

theory is shown to be applicable with great ease to stationary solutions of stochastic autoregressive

processes with random coefficient matrices, an interesting special case being a recently proposed

factor GARCH model. A particularly useful application is that for certain time series with infinite

second moments, the properly centered partial sum process converges to a stable Lévy process,
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the Lévy triplet depending among others on the distribution of clusters of extremes. The case of

extremes of time series taking values in a Banach space is considered in [1068]. This rather general

set-up allows the modeling of extremes of spatio-temporal phenomena.

In the context of multivariate time series the violation of stationarity and homogeneity assump-

tions are important problems. [1088] present a general approach of shrinkage (towards a multiple

of the identity matrix) of spectral density matrix estimators that considerably decreases the mean-

squared error and the conditioning number of resulting estimators. On the other hand, in [498]

it is shown that in situations of time series panels which can be explained by a few common fac-

tors, shrinkage towards the first (few) factor(s) can considerably improve upon the mean-squared

properties of periodogram-based spectral estimators. In [486] a dynamic factor model for large

cross-section and time dimensions, simultaneously tending to infinity for consistent estimation,

is fitted to a locally stationary time series panel with smoothly over time varying second-order

structure. The common components of this factor model are estimated by the eigenvectors of a

nonparametrically estimated spectral density matrix. In some sense, this work can be seen as a

continuation of the previous approach of [1146] on static factor modeling of non-stationary panel

data, where principal component regression has been performed on the time-varying covariance ma-

trix of the multivariate data of high dimension. [1123] uses non-balanced Haar wavelets in order to

develop a new comparison and classification scheme of time series which arise from a panel show-

ing certain specific characteristics such as pronounced peaks of similar shape but different size and

temporal localization. In time series discrimination [1126] combine the SLEX approach of fitting

a piecewise stationary model to a second-order non-stationary time series with spectral shrink-

age to improve the classification rate. Local stationarity in the context of multivariate volatility

models and nonlinear dependence models are considered in [1618] and [1139] respectively. [1618]

propose a new semiparametric multivariate volatility model which captures a slowly changing un-

conditional covariance matrix (low frequency volatility) in a nonparametric way, but also allows

for dynamic evolution of the conditional covariance matrix (high frequency volatility) in a more

standard fashion. Several estimation methods are proposed for low and high frequency volatility

based on kernel methods combined with maximum likelihood. The authors establish semipara-

metric efficiency, and characterize the efficiency bound. In [1139] multiple time series are modeled

based on univariate GARCH-type models for the marginals and copula models for the dependence

which allows for time-varying dependence by specifying the copula parameters as deterministic

functions of time.Asymptotic properties are shown of the two-step estimators and two types of

goodness-of-fit tests are proposed. [1118] use a new impulse response methodology to analyze the

effects of U.S. macroeconomic news announcements on the volatilities of three major exchange

rates (Euro, Pound Sterling and Yen). Using a multivariate GARCH model with exogenous news

effects the authors allow for different types of news and categories in the application.

2.2.4 Spatially related data

Another main objective of this workpackage is the analysis of spatial data.

In [1153] the authors study the asymptotic and finite sample properties of an estimator of a

nonlinear regression function when errors are spatially correlated, and when the spatial depen-

dence structure is unknown. The proposed method is based on a weighted nonlinear least squares
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approach, taking into account the spatial covariance.

There is a growing interest in improving the level of knowledge of spatial and spatio-temporal

processes using spectral techniques. [1598] study the asymptotic properties of smoothed nonpara-

metric kernel spectral density estimators for the spatial spectral density. They consider the case of

continuous stationary spatial processes under a shrinking asymptotic framework. In [1588] proper-

ties of the multidimensional periodogram are studied, under both cases of tapering and no tapering,

and the assumption of finite dimensionality of the regular lattice where the spatio-temporal process

is observed. Detection and modeling the spatial correlation is an important issue in spatial data

analysis, too. [1585] extend two different goodness-of-fit testing techniques for the spatial spectral

density. The first approach is based on a smoothed version of the ratio between the periodogram

and a parametric estimator of the spectral density. The second one is a generalized likelihood ratio

test statistic, based on the log-periodogram representation as the response variable in a regres-

sion model. Spatio-temporal correlated data are quite common in many fields, such as ecology,

meteorology or environmental sciences. In this situation, it is important to check the existence of

spatio-temporal interactions or on the contrary, if the spatial and temporal dependence components

can be modeled independently. In [1599] a testing technique is proposed for detecting separability

in the spatio-temporal dependence structure. The approach is based on the representation of the

log-periodogram as the response variable in a regression model. Within this context, separability

can be interpreted as additivity in spatial and temporal frequency components.

Finally, in [1584] an application to real data is provided. The prediction of ozone concentration

and the identification of episodes by modeling are fundamental for protecting and preventing

the population and environment against the harmful effects of this species. Ozone concentration

has been forecasted by spatial time series modeling. Descriptive and predictive models of ozone

involving different parameters depending on the area considered have been developed. Satisfactory

estimation of ozone concentration was obtained in the three cases with proved efficiency, since

predictive values did not exceed the 95% confidence level.

2.3 Workpackage 3: Incomplete data

The contributing partners

All Belgian and international partners have contributed to WP3:

• Belgian partners: UCL, KUL-1, KUL-2, UG, UH

• International partners: UJF, UU, USC, LSHTM

Many strands of research output involve two or more partners, Belgian and/or international. Hence,

WP3 has strongly contributed to the scientific integration of the various partners.

A summary description of the objectives

WP3’s objectives are summarized as follows:

“Incomplete data occur in time-to-events as censoring, and in longitudinal and multi-

variate studies as missing data. Correct (causal) inferences are needed. Further forms

of incompleteness are misclassified data and measurement with error. Models for these
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types of incompleteness will be aimed at, and they will be corrected for varying inter-

vention regimes. Models will be proposed for describing response shifts in test data.

Such models typically need strong assumptions and thus appropriate sensitivity anal-

ysis tools will be proposed. For survival data, various types of censoring (left, right,

interval) will be studied, with emphasis on informative and dependent censoring, and

coupled to sensitivity analysis. Focus will be on nonparametric and parametric meth-

ods, in particular on frailty and copula-based models.”

These are amplified in what follows.

• Substantive applications/problems.

Censored (correlated) survival data occur in the medical and epidemiological fields, e.g.,

when the validity of prognostic indices is studied, when the heterogeneity in outcome between

participating hospitals in multi-center studies is of scientific interest, and when the presence

of a random treatment by center interaction needs to be investigated. Incomplete longitudinal

studies, combined with survival outcomes, are commonly encountered in the areas of dental

epidemiology, HIV studies, psychiatric trials, quality of life in oncology, and mental health

epidemiological studies, to name a few. Especially in a regulatory context, flexible sensitivity

analysis tools are needed. When a test is administered with a fixed time limit, some students

may not have enough time to answer all questions, so-called test speededness, the effects of

which are detrimental to the intended functioning of the test. Examinees affected by test

speededness may hurry through, randomly guess or even fail to complete items, usually at

the end of the test. The concept needs to be part of the model to avoid biased inferences.

Causal impact of observed exposure is of prime importance in therapeutic treatments and

marketing interventions. Individualized treatments are gaining popularity, also in view of

genetic breakthroughs (Prentice et al., 2005). Inferences are hampered, though, by the very

relationship between the treatment sequence and the outcome studied. Currently, large data

streams are being recorded, forming a rich resource for evidence based marketing. Data

mining techniques can help find association patterns (Cho et al., 2002). Ideally, sequentially

randomised experiments provide a basis for unbiased estimation of the causal impact of

evolving interventions based on a treatment and response history.

• Models and primary objectives.

1. For censored survival data, copula modeling will be explored further, including model

formulation, assessing goodness-of-fit, and bootstrap-based precision estimators. Vari-

ous types of informative censoring will be combined into a single model, extending the

copula-graphic estimator of Braekers and Veraverbeke (2005). The Koziol-Green model

will be extended to handle dependent censoring and a mixture distribution for the cen-

soring time will be considered. Regarding estimation in semiparametric regression with

censored data, a first problem is that the mean function generally cannot be consistently

estimated with censoring. Valid estimation procedures are in demand. These problems

are currently under study for the single index model, but other semiparametric mod-

els need study too. Frailty models for right censored data received a lot of attention,



2.3 Workpackage 3: Incomplete data 33

but questions on model diagnostics, hierarchical modeling, and methodological issues

(e.g., likelihood ratio testing) are still open. Formulating frailty models for complex

censoring are important but untouched. The link between copulas and frailties will be

studied. Another research topic that will be studied is the analysis of recurrent events

data by making use of transfer of tail information in order to improve the estimation

of the so-called transition probabilities. This ‘transfer of tail information’ will be made

possible by imposing a location-scale type regression model on the gap times between

consecutive events.

2. Flexible models for incomplete longitudinal data, allowing for various types of sensitiv-

ity analysis, will be formulated within the selection model, pattern-mixture model, and

shared-parameter model paradigms. Combined with mixture modeling ideas, hybrids

between the various model families will be formulated, thereby allowing for misclassifica-

tion. Sensitivity analysis tools, based on (semi-)parametric models, will be considered.

Models for test speededness and/or shifts in test strategies, allowing for random guess-

ing and omission of items, will be formulated. Subject-specific shifts and speeds will be

allowed for. Sensitivity of inference will be assessed. The potential outcome formula-

tion of causal parameters has connected causal inference and incomplete data methods.

The focus will be on efficient semiparametric models for potential outcomes following

different exposures, relying on instrumental variables or on the assumption of no unmea-

sured (time-varying) confounders. Focus will also be on non-linear effects, heterogeneity

between subjects, and measurement error on exposure, extending linear model methods.

The main achievements in relation to the initial objectives

Table 1 provides a broad classification of main result areas, as presented in the proposal and

objectives (left hand column) and themes for which research results were reached (right hand

column). The numbering system in the right hand column refers to the sequential paragraph

numbers.

Comments in case of deviations from the initial project workprogram

The deviation from the initial workprogram in WP3, as provided by way of overview in Table 1,

is a beneficial one, in the sense that all areas proposed to be covered were actually covered, but

then a number of additional themes were tackled, too. This is clear from the ‘additional results’

categories for both incomplete data and time-to-event data.

The work on incomplete data has been organized under the headings: (1) complex modeling

approaches for missing data; (2) sensitivity analysis tools; (3) censored survival data; and (4)

general incomplete data structures.

2.3.1 Complex modeling approaches for missing data

We will set out with high-profile references, then continue with efforts dealing with the shift from

simplistic to more appropriate models as well as the proposition of such complex methods. We

conclude this section by sensitivity analysis.
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Table 1: Comparison between goals and results achieved for WP3.

Proposal goal Results actually achieved

Incomplete data and general structures

Flexible models 3. Proper analysis tools

Semiparametric modeling 6. Inverse probability weighting and double robustness

Selection models Selection models are present throughout, given that it is the

most commonly encountered framework in incomplete data

Pattern-mixture models 4. Pattern-mixture models

Shared-parameter models 8. Shared-parameter models

Sensitivity analysis 7. Sensitivity analysis

Speededness Speededness; Item-response theory

Causal inference Causal inference

Additional results 1. High-profile references; 2. Dealing with simple methods; 5.

Multiple imputation

Time-to-event data

Copula models 1. Copula models

Frailty models 2. Frailty models

Censoring 7. Correlated interval-censored data; 9. Left-censored data

Copula-frailty comparison 3. Copula–frailty comparison

Semiparametric approaches 4. Semiparametric and nonparametric methods

Measurement error 8. Measurement error

Recurrent events 7. Correlated interval-censored data

Additional results 5. Missing failure time indicators; 6. Regression methods; 10.

Evaluation of treatment effects; 12. Bayesian methods
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First, a number of high-profile references have been made. The book by [450] promotes

the proper use of methodology for incomplete data in the context of clinical studies and, more

broadly, in settings with life sciences data. It synthesizes a large amount of work undertaken by

the members of WP3, as well as methods from other international schools. It ranges from critiques

on simple methods, via the promotion of broadly valid yet easy-to-use state of the art methods, to

finally sensitivity analysis tools. In the book by [1713], several chapters, written by world renowned

experts, are devoted to incomplete data and sensitivity analysis. [1551] devote a lot of attention

in their book to missing data issues in clinical trials. [416] wrote a monograph sponsored partly

by the UK National Health Service Coordinating Committee for Research Methodology. This

monograph develops and expounds methods for the analysis of longitudinal clinical trial data with

dropout. It covers methods for continuous and discrete data, including sensitivity analysis. [1620]

is a handbook on non-response in longitudinal studies. In a related fashion, several contributions

have been made to encyclopedias and other reference works, such as by [451], who provide a general

overview of the missing-data field. [1664] contributed a chapter to the Handbook of Epidemiology

on incomplete data. Also, discussion contributions have been produced, including by [453], at the

occasion of a paper by Peter Diggle (Lancaster University) and colleagues, which discusses existing

missing-data methodology and offer further classification schemes. To add to these efforts [307]

wrote an editorial to the Journal of the Royal Statistical Society, Series A, dedicated to the state-

of-the-art and future directions of research in incomplete data. [1698] wrote an invited review for

the Japanese statistical journal. Similarly, [1469] and [1470] wrote an invited contribution about

incomplete data in clinical trials, with discussion. Conversely, [1696] wrote a discussion contribution

to work by Lee and Nelder on unobservables, including missing data. [1453] prepared an invited

review about analysis and sensitivity analysis of incomplete data. [1682] discuss the Points to

Consider Document on Missing Data, as adopted by the Committee of Health and Medicinal

Products (CHMP). In 2007, the CHMP issued a recommendation to review the document, with

particular emphasis on summarizing and critically appraising the pattern of drop-outs, explaining

the role and limitations of the last observation carried forward method relative to the use of mixed

models. The initiative was taken by a working party of the organization, Statisticians in the

Pharmaceutical Industry. [1627] offer a tutorial on handling incomplete data in the context of

survival analysis.

Second, contributions have been made regarding avoiding the use of less-than-optimal meth-

ods. A still commonly used method is last observation carried forward. [1707] demonstrate that

this approach always leads to implicit, highly implausible assumptions about the missing data

mechanism. A general perspective on the issues arising is offered by [970].

Third, contributions have been made towards advocating proper analysis tools, for general

use in a variety of applied settings. [425] show how hierarchical likelihood provides a convenient

framework for fitting certain missing value models. A number of published generic missing value

problems are examined which purport to show that hierarchical likelihood is inappropriate for

missing data. The flaws in each of these published treatments of the problems are described, and

correct hierarchical likelihood analyses are given in their place. Also, the approach is applied to

that of modeling longitudinal continuous data with a nonrandom logistic dropout model. It is seen

to be very much more efficient computationally than conventional likelihood optimization.
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Fourth, advanced modeling tools have been developed. When fitting pattern-mixture mod-

els, it may not always be straightforward how to derive marginal covariate effects, an issue studied

by [1019]. In the same vein, [1188] propose a flexible marginal modeling strategy for non-monotone

missing data.

Multiple imputation. [418] show, through re-weighing multiple imputation samples, analyses

of incomplete data under nonrandom missing value mechanisms can be carried out without formally

fitting the nonrandom missingness model, a step which is typically computationally awkward. The

approach uses particular properties of the logistic model for missingness, and it is shown that the

analysis is robust to misspecification of certain aspects of this model. [419] provide a contemporary

review of multiple imputation. [1626] developed a multiple imputation method for incomplete,

multivariate, longitudinal nutritional data. The method is doubly iterative and makes use of

quantile normal scores to transform to normality, performs imputations, and transforms back to

the original scale. It operates well with high-dimensional, continuous or mixed-continuous, non-

normal data. Binary or categorical variables can be accommodated. [1622] build upon the existing

literature to formulate a class of hierarchical models for multivariate mixtures of Gaussian, ordered

or unordered categorical responses and continuous distributions that are not Gaussian. Using

MCMC and multiple imputation, it handles partially observed and incomplete data and missing

data in generalized linear modeling. [1628] review the reasons why missing data may lead to bias

and loss of information in epidemiological and clinical research. They discuss the circumstances in

which multiple imputation may help by reducing bias or increasing precision, as well as describing

potential pitfalls in its application. Finally, they describe the recent use and reporting of analyses

using multiple imputation in general medical journals, and suggest guidelines for the conduct and

reporting of such analyses.

Inverse probability weighting. [731] develop inverse probability weighting estimators, dou-

bly robust estimators, and enriched doubly-robust estimators for controlled direct effects. [1402]

develop marginal structural models for the impact of an intervention that takes place during a

specified number of days (and may or may not persist afterwards), along with accompanying infer-

ence. The methodology is then used to assess the impact of an intensive care unit (ICU) patient

acquiring infection on a given day since ICU-admission, versus not. [758] shows how IV-estimators

for causal effects can be adjusted for systematic measurement error when an additional instrument

for the measurement error is available. Grouped data are a special case of incomplete data. It is

of great interest to be able to estimate a density reliably from (very) coarsely grouped data. A

completely automatic Bayesian procedure is provided in [1012]. Apart from generalized estimating

equations, also pseudo-likelihood has been considered. In its unweighted form, but allowing for

MNAR, a practicable contribution has been developed by [1681]. [1697] develop a theory, based

on single and double robustness, to apply pseudo-likelihood in a valid way under MAR.

Comparison between multiple imputation and inverse probability weighting. Such

a comparison was undertaken by [777]. The LSHTM team has devoted additional research efforts

to both multiple imputation, with a paper by [971] on the one hand, studying the use of multiple

imputation in clinical and epidemiological studies, and a paper by [1675] on the other, investigating

doubly-robust inverse probability weighting methods. [1398] offers a discussion on the importance

of missing data assumptions that impose no testable restrictions on the observed data law. As
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an alternative to existing but often computationally complex estimation methods, [985] developed

MCMC-based methodology. Two methods are commonly used to report on evidence carried by

forensic DNA profiles: the so-called Random Man Not Excluded (RMNE) approach and the likeli-

hood ratio (LR) approach. It is often claimed a major advantage of the LR method that drop-out

can be assessed probabilistically. In [747], a new RMNE measure is proposed that likewise accounts

for allelic drop-out in an observed forensic DNA profile. Also in [969], MCMC methodology is used.

Indeed, this paper describes a model for multilevel mixed response data, together with a MCMC

algorithm for fitting it. Its application to multilevel multiple imputation is then demonstrated.

[1638] replace the response distribution and logistic dropout model of the Diggle-Kenward model

for incomplete longitudinal data by robust alternatives and fit using hierarchical likelihood.

2.3.2 Sensitivity analysis tools

Models for incomplete longitudinal and otherwise complex data under the more complex miss-

ingness not at random (MNAR) mechanism have gained considerable popularity. At the same

time, cautionary remarks have been issued regarding their sensitivity to often unverifiable model-

ing assumptions. Consequently, there is evidence for a shift towards using ignorable methodology,

supplemented with sensitivity analyses to explore the impact of potential deviations of this as-

sumption in the direction of missingness at random.

First, the dependence on assumptions of models and their conclusions need to be carefully

investigated. A team from UH, jointly with Michael G. Kenward (LSHTM) published a paper

[448] on fundamental issues regarding what is and what is not possible in terms of distinguishing

between MAR and MNAR mechanisms. They showed that for every MNAR model, there is an

MAR ‘counterpart,’ exhibiting exactly the same fit to the observed data. A general overview of

issues arising with incomplete hierarchical data are reviewed in [437], thereby bringing together

elements of WP3 and WP4. It is clear that such investigations are not a routine exercise, as further

demonstrated in [1000], who point out the dangers of using standard methodology and offer formal

and informal sensitivity analysis tools.

The intrinsic nature of sensitivity, owing to non-identifiable model parts, is studied in [995],

who established that every missing not at random model has got a missing at random counterpart

with equal fit.

It is therefore important to propose proper, carefully crafted tools to allow for exploration of

such sensitivities and their impact on conclusions from complex models.

Second, the shared-parameter models framework has received considerable attention. [688]

develop a new shared-parameter model, in which they avoid making parametric assumptions for

the random effects distribution and leave it completely unspecified. For the estimation of the

proposed model, a semiparametric method is used. [987] formulate a so-called latent-class mixture

model that unites aspects of selection, pattern-mixture, and shared-parameter models. It offers an

alternative basis for sensitivity analysis tools. [1684] extend the class of shared-parameter models,

allowing to incorporate the missing at random mechanism within it, a feat previously considered

impossible. They then explicitly develop sensitivity analysis tools for this framework [1232].

Further in the shared-parameter framework, [1304] and [1359] propose a class of non-ignorable

models for handling non-monotone missingness in categorical longitudinal responses. This class of
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models includes the traditional selection models and shared parameter models. This allows us to

perform a broader than usual, sensitivity analysis. In particular, instead of considering variations

to a chosen non-ignorable model, they study sensitivity between different missing data frameworks.

An appealing feature of the developed class is that parameters with a marginal interpretation are

obtained, while algebraically simple models are considered. Specifically, marginalized mixed ef-

fects models are used for the longitudinal process that model separately the marginal mean and

the correlation structure. For the correlation structure, random effects are introduced and their

distribution is modeled either parametrically or nonparametrically to avoid potential misspecifica-

tion.

Third, a suite of sensitivity analysis tools has been developed. [1648] provide an integrated

sensitivity analysis, using a suite of tools, to the Slovenian plebiscite data, an often-studied set of

data in the context of incompleteness. The local influence diagnostics, proposed by Cook (1986),

provide a flexible way to assess the impact of minor model perturbations on key model parameters’

estimates. [1686] apply the local influence idea to the detection of test speededness in a model

describing non-response in test data, and compare this local influence approach to the optimal

person fit index proposed by Drasgow and Levine (1986), and the empirical Bayes estimate of the

test speededness random effect. The measures provide information that can be used to supplement

the classical test score in case the test was administered under a rather strict time constraint. In

ability testing, often a set of items is given to a sample of examinees with the instruction to solve

them. Almost always there is a time limit, and this induces time pressure. As a result, towards

the end of the test examinees will typically start to drop items, giving rise to missing data. [600]

developed a probabilistic model for test speededness, and have investigated whether it is possible

to detect persons that are particularly sensitive to time pressure using local influence diagnostics

[1686] (see also WP2).

[424] outline a simple method for sensitivity analysis for randomized control trials with a single

primary outcome. It is shown how a prior can be elicited from experts about expected differences

in response between completers and dropouts, and how this can be synthesized with the data using

a pattern-mixture model. The authors give an approximate closed form for the posterior. The

method is applied to a trial to improve the quality of peer review for the British Medical Journal.

[289] study issues surrounding missingness, specific to the context of quality of life data from

HIV clinical trials. [287] show the effect of ignoring missing data in modeling the force of infection of

the bovine herpes virus-1 in Belgian cattle and proposes the use of weighted generalized estimating

equations with constrained fractional polynomials as a flexible modeling tool.

2.3.3 Censored survival data

First, a lot of work has been done in the area of copulas. [986] prove a weak convergence result

for the empirical copula process based on multivariate observations at fixed covariate values. The

process involves smoothing in the covariate space. [291] study a kernel distribution function esti-

mator with a location dependent bandwidth. This modification reduces the bias term from order

h2 to order h4. [292] solve several two-boundary problems for a special Lévy process: the Poisson

process with an exponential component. Variables studied are: first exit times, value of the over-

shoot, first entry times and value at entry time. [782] extend the Koziol-Green model to dependent
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censoring. Weak convergence is shown of a nonparametric estimator of the conditional distribu-

tion functional and its efficiency over the general copula-graphic estimator is established. [845]

give further consideration and prove the weak convergence of the conditional copula-graphic esti-

mator. Furthermore, they develop an asymptotic confidence band for this estimator. [829] explore

nonparametric estimators for several functionals of the distribution function when the observations

are subject to right censoring and when covariate information is taken into account. New results

are obtained for the mean and median of the residual lifetime in a regression context. In nonpara-

metric regression, it is common to assume independence between the error and the covariate. [686]

generalize this by assuming a family of copula functions instead of independence. They establish

the asymptotic normality of the parameters of the copula family and the weak convergence of the

conditional distribution of the response. [1015] obtain a very general result on empirical likelihood

with non-smooth criterion functions in which copula estimation appears as an important particular

example. A full study of kernel estimation of copulas is done in [1016]. Weak convergence is the

main result and goodness-of-fit testing is one of the applications. [1662] consider a semiparametric

and a nonparametric two-stage estimation approach to fit copula models for correlated infection

times in the four udder quarters of dairy cows. They use a pseudo-likelihood ratio test to select

an appropriate copula model from the power-variance copula family and propose a new bootstrap

algorithm to obtain a p-value for this test.

Second, a very popular way of incorporating heterogeneity, association, and extra dispersion in

time-to-event data is through frailties, a particular form of random effect. [1025] further publish

the book entitled ’The Frailty Model’ with Springer, a contemporary treatise on the frailty model

and its extensions. The shared frailty model receives attention in [447], who consider the particular

and non-standard problem of likelihood ratio and score testing. The issue arises because the null

hypothesis lies on the boundary of the parameter space. The said problem has also been studied,

in the context of linear mixed models, by [461]. [807] propose an alternative approach in which the

original problem of ‘fitting a frailty model’ is reformulated into the problem of ‘fitting a linear mixed

model’ using model transformation. Based on a simulation study, they show that the proposed

method performs well for data sets with moderate to large samples sizes within covariate level

subgroups in the cluster. This transformation idea also works for multivariate proportional odds

models and multivariate additive risks models. [1023] develop and compare different techniques to

fit frailty models with complex correlation structure, i.e., correlated frailty terms or hierarchical

models. New frailty model methodology is also developed by [1659] to study the heterogeneity of

prognostic indices in cancer over different centers. An important aspect of a prognostic index is its

homogeneity over different centers, which makes that the prognostic index is generalizable. Frailty

models with random center and center by prognostic index effects are fitted for this purpose. [1653]

consider methods to model interval censored data with clustering, occurring in infection times of

udder quarters of cows. They show that frailties can still be integrated out analytically, in the case

of the gamma distribution, although it leads to quite complex likelihood expressions. Proportional

hazards (PH) models with multivariate random effects (frailties) acting multiplicatively on the

baseline hazard are a topic of intensive research. When analyzing multi-center clinical trials, such

a model, including a random center effect and a random treatment by center interaction can be used

to investigate heterogeneity in outcome and in treatment effect over centers. Several estimation
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procedures are proposed to deal with this type of models. [447] propose another approach to fit such

a model generalizing a random effects accelerated failure time model. The generalization consists

in using a penalized Gaussian mixture as an error distribution on top of multivariate random effects

that are assumed to follow a normal distribution. The proposed method is illustrated on the same

data base as before. In [1659], the same model is used in a different context with the objective

now to investigate a further insight in validation of prognostic index (PI). Indeed, a major issue

when proposing a new PI is its generalizability to daily clinical practice. While most validation

techniques assess whether ‘on average’ the results obtained by the prognostic index in classifying

patients in a new sample of patients are similar to the results obtained in the construction set,

the heterogeneity of the prognostic index risk group hazard ratios is now considered over different

centers.

Third, copula and frailty models are contrasted. [979] study the similarities and differ-

ences between frailty models and copulas. It is often stated in literature that frailty models with

a particular density function for the frailties characterized by its Laplace transform correspond to

Archimedean copulas. The authors demonstrate in their paper that this statement is only true for

the particular case of Weibull marginal distributions with the positive stable density or copula.

Fourth, a lot of work has been devoted to semiparametric and nonparametric methods.

For censored data, nonparametric estimation of a density function, using ideas of pre-smoothing

has been studied in [605]. Pre-smoothing of the Kaplan-Meier estimator has been shown to be

more efficient. In [605], local linear estimation techniques are used in the pre-smoothing step, either

directly or via a local logistic approach. This type of pre-smoothing is compared to a Nadaraya-

Watson type of pre-smoothing that had been used before. An extensive simulation study revealed

that the use of a local logistic pre-smoothing leads to very good performance. [898] propose a

semiparametric shock model for two dependent failure times where the risk indicator of one failure

time plays the part of a time-varying covariate for the other one. They propose maximal partial

likelihood estimators, establish the large sample properties of the estimators, and illustrate the

results by a short simulation study and an application to a real data set in demography. In [920],

under a nonparametric regression model, [1583] introduce two families of robust procedures to

estimate the regression function when missing data occur in the response. The first proposal is

based on a local M-functional applied to the conditional distribution function estimate adapted to

the presence of missing data. The second proposal imputes the missing responses using the local

M-smoother based on the observed sample and then estimates the regression function with the

completed sample. They show that the robust procedures considered are consistent and asymptot-

ically normally distributed. A robust procedure to select the smoothing parameter is also discussed.

[922] study the problem of specification tests for conditional models when the data are subject to

left truncation and right censoring. A general method is applied to derive tests for the polynomial

regression, the proportional hazards, the additive risks and the proportional odds models. Boot-

strap versions to approximate the critical values of the test are introduced and proved to work

both from a theoretical viewpoint as well as in a small simulation study. In longitudinal studies

of disease, patients can experience several events through a follow-up period. In these studies,

the sequentially ordered events (gap times) are often of interest. The events of concern may be

of the same nature (e.g., cancer patients may experience recurrent disease episodes) or represent
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different states in the disease process (e.g. alive and disease-free, alive with recurrence and dead).

If the events are of the same nature this is usually referred to as recurrent event, whereas if they

represent different states (i.e., multi-state models) they are usually modeled through their intensity

functions. [934] present nonparametric estimators for several quantities in a progressive three state

model. They derive a simple estimator for the bivariate distribution function for censored gap times

and estimators for the transition probabilities. The main objective of [957] is the nonparametric

estimation of the regression function with correlated errors when observations are missing in the

response variable. Two nonparametric estimators of the regression function are proposed. The

asymptotic properties of these estimators are studied; expressions for the bias and the variance

are obtained and the joint asymptotic normality is established. A more complex situation in sur-

vival analysis occurs when for censored data some failure indicators are missing (under different

mechanism of missingness). In [141] a class of estimating functions is introduced for the regres-

sion parameter of the Cox proportional hazards model to allow unknown failure statuses on some

study subjects. An adaptive estimator which achieves the minimum variance-covariance bound of

the class is constructed. Similar methods are also developed for nonparametric estimation of the

survival function of a homogeneous population and for the estimation of the cumulative baseline

hazard function under the Cox model. A key issue in [1572] is to study the estimation problem

for Cox’s proportional hazards regression models using a framework that extends the theory, the

computational advantages and the optimal asymptotic rate properties of the so-called Dantzig se-

lector to the class of Cox’s proportional hazards under appropriate sparsity scenarios. The Dantzig

selector is a recent approach to estimation in high-dimensional linear regression models with a large

number of explanatory variables and a relatively small number of observations. As in the least ab-

solute shrinkage and selection operator (LASSO), this approach sets certain regression coefficients

exactly to zero, thus performing variable selection. The paper [1572] is the first to use the Dantzig

selector in regression models for survival data with censoring. Some overview papers related to this

workpackage have been written. An overview of the famous Kaplan-Mayor estimator can be found

in [1237]. A more extensive overview work on censored data, including a discussion on various cen-

soring schemes, methods for estimating a survival and a hazard function, and an overview on the

most popular parametric regression models is in [1236]. Apart from estimation of the cumulative

distribution function or the hazard function, it is also of interest to estimate quantiles (e.g. the

median). Censored depth quantiles were studied in [593]. The above procedures naturally involve

the development of goodness-of-fit tests: in [980] a first set of procedures (achieved in collabora-

tion with the European partner of Santiago de Compostela) is based on empirical processes, and

tests parametric conditional means and variances, while second a method based on the difference

between two residual distributions is proposed in [1045] and [1141]. Consider a nonparametric

location-scale regression model, where the error is independent of the covariate. In [1117] and

[457] the authors construct tests for the hypothesis that the regression function belongs to some

parametric family. The former paper assumes that the response and the covariate are subject to

selection bias, whereas the latter paper allows the response to be subject to random right censor-

ing. The proposed tests compare the nonparametric MLE (NMLE) based on the residuals obtained

under the assumed parametric model, with the NPMLE based on nonparametric residuals. In the

setting of a two-sample problem with data subject to left truncation and right censoring, [1070]
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develop an empirical likelihood method to do inference for the relative distribution. They obtain a

nonparametric generalization of Wilks’ theorem and construct nonparametric pointwise confidence

intervals for the relative distribution.

Fifth, a more complex situation in survival analysis occurs for censored data with missing

failure time indicators. Ignoring the data for which the failure indicators are not known, and

carrying out statistical analysis on the complete case data, leads to a loss in efficiency. In [141],

a class of estimating functions is introduced for the regression parameter of the Cox proportional

hazards model to allow unknown failure statuses on some study subjects. An adaptive estima-

tor which achieves the minimum variance-covariance bound of the class is constructed. Similar

methods are also developed for nonparametric estimation of the survival function of a homoge-

neous population and for the estimation of the cumulative baseline hazard function under the Cox

model.

Sixth, in particular UCL has been very active in the area of regression approaches with

incomplete, mostly censored, data. Hence, there is a close connection with WP1. [1145] address

estimating nonparametrically a regression function, when the response variable is subject to various

filtering schemes. Both the mean and the median regression case are considered. The authors

present a completely nonparametric estimation methodology, assume that the error is independent

of the covariate, and show how to construct a more efficient estimator that takes account of the

common shape. In [484], the authors first propose a new estimator of the joint distribution of a

d-dimensional covariate X and a univariate response Y , that is subject to random right censoring.

The estimator overcomes the common curse-of-dimensionality problem, by using a new dimension

reduction technique. Second, they assume that the relation between X and Y is given by a single-

index model, and propose a new estimator of the parameters in this model. Further, consider a

nonparametric location-scale regression model, where the error is independent of the covariate,

and the response and the covariate are subject to selection bias. [1117] construct tests for the

hypothesis that the regression function belongs to some parametric family. The proposed tests

compare the nonparametric MLE (NPMLE) based on the residuals obtained under the assumed

parametric model, with the NPMLE based on nonparametric residuals.

In [1153] and [1152], a semiparametric time-varying coefficients regression model is considered,

which reduces for special choices of the link function to e.g., the additive hazards model or the

Cox proportional hazards model with time dependent coefficients. The response is supposed to be

subject to left truncation and right censoring. The authors construct an omnibus goodness-of-fit

test for this model, and they develop the asymptotic distribution of the proposed test. Finally,

consider a pair of gap times corresponding to two consecutive events, which are observed subject

to random right censoring, and suppose the gap times satisfy a nonparametric location-scale re-

gression model. Under this model, [495] propose a nonparametric estimator of the distribution of

the error variable. They then use the proposed estimator to introduce nonparametric estimators

for important targets such as: (a) the conditional distribution of the second gap time given the

first; (b) the bivariate distribution of the gap times; and (c) the so-called transition probabilities.

Further, [65] consider a polynomial regression model in which the response is subject to random

right censoring and propose a new estimator of the regression coefficients in this model. The esti-

mator extends the classical least squares estimator to censored data, and is based on preliminary
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nonparametric kernel estimation of the regression function. In [64], this estimator is extended to

the case of any (nonlinear) parametric regression model. In addition, [63] consider the estimation

of the regression function under a nonparametric location-scale model. The estimator they propose

is a Nadaraya-Watson type estimator, for which the censored observations are replaced by ‘syn-

thetic’ data points estimated under this model. The estimator offers a useful alternative for the

completely nonparametric estimator of the regression function, which usually behaves quite poorly

when the censoring proportion is large. When the conditional location function is not supposed to

have any parametric form, new procedures to estimate general L-functionals (conditional mean,

trimmed mean, quantiles...) are provided in [1140] and [63]. All five papers are closely connected

to WP1.

Seventh, [171] provide a nice overview of regression analysis of correlated interval-censored

data, with particular emphasis on the accelerated failure time (AFT) modeling approach. [430]

focus on the same modeling framework, and zoom in on the problem of assessing baseline and

treatment-effect heterogeneity in the meta-analytic or multi-centric study settings. Furthermore,

[188] study the AFT setting from a Bayesian angle.

Eighth, the simulation based approach for assessing the impact of measurement error termed,

SIMEX, has been recently extended to regression models with a possibly misclassified categorical

response and/or covariates; it is termed MCSIMEX approach. To assess the importance of a regres-

sor, not only its (corrected) estimate is needed, but also its standard error. Based on the original

SIMEX approach a method which uses asymptotic expansions to estimate the asymptotic variance

is developed by [192]. Further, [194], using the misclassification table for each binary score making

up the count, develop an approach to estimating the misclassification probabilities with increased

efficiency. [218] propose a new method for handling measurement error on observed exposures

when the causal effect of exposure is estimated, using a structural mean model and instrumental

variables approach. They show that the introduction of a second instrumental variable can allow

to estimate the expected systematic error conditional on baseline covariates jointly with an asymp-

totically unbiased mean exposure effect estimate. To draw inference on the effect on mortality

of acquiring an infection on a fixed day after acceptance into an intensive care unit (ICU), one

wishes to use marginal structural models allowing for measured time-dependent confounders. One

must, however, also consider informative censoring of the survival time due to hospital discharge,

instability of the inverse weighting procedure and last but not least the fact that exposure on a

given day is not observed when ICU discharge comes prior to that day. [219] accommodate these

problems by developing inference under a new class of marginal structural models which describe

the hazard of death for patients if, possibly contrary to fact, they stayed in the ICU for at least a

given number of days and acquired infection or not on that day.

Ninth, in some clinical, environmental, or industrial trials, fixed-detection limits can result in a

type-1 left-censored positive response variable. However, [243] note that the number of censored

observations is larger than expected and assume a zero-inflated Cox regression model. They model

the conditional probability of having a zero response as a logistic model, while entertaining a Cox

regression model for the non-zero part of the response.

Tenth, the evaluation of treatment effects still poses fundamental statistical challenges

in terms of both analysis and design. Several such prevalent problems are studied. First the
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evaluation of cause-specific failure time outcomes is examined when the cause of failure assessment

is prone to error. This problem is well known to occur in many data registers for instance, and

is perhaps at its worst in a developing world setting where cause of death is obtained through

verbal autopsy. Inspired by the partial likelihood approach an optimal test is derived for the

treatment effect when the type 1 and type 2 error are known and the alternative treatment effect is

confined to the cause-specific hazard. For the envisaged alternative, the test can gain substantial

power. Under contiguous alternatives, sample size calculations for this test are derived as well as

for the corresponding all-cause mortality and naive cause-specific log-rank test which ignores the

misclassification. It is found that this can lead to substantial savings in sample size and may lead

to new options at the design stage which are also discussed. [1420] build on this to derive more

precise and asymptotically unbiased estimators for the relative cause-specific hazards, allowing for

a non-constrained relationship between the hazards for different causes ([1420]).

Eleventh, various specific applications are considered. [405] present a new model for cross-

sectional lifetime data. The model is based on the length-bias assumption, and it is adapted to

situations in which several types of censoring may occur. The nonparametric maximum likelihood

estimator of the survival function is derived. [381] consider the problem of prediction of expected

time-to-death for individual cervix cancer patients. They use a multi-state proportional hazards

model for survival. Predictions are obtained by simulation. The said model is also considered from

an estimation and computational angle, by [439].

Twelfth, a Bayesian perspective is taken. [1029] discuss the use of Bayesian P-splines and of the

composite link model to estimate survival functions and hazard ratios from interval-censored data.

Under the assumption of proportional hazards, the proposed strategy provides a smoothed estimate

of the baseline hazard along with estimates of global covariate effects. The frequentist properties

of the Bayesian estimators are assessed by an extensive simulation study and further illustrated by

three examples. [1061] show how penalized B-splines combined with the composite link model can

be used to estimate a bivariate density from histogram data. Two strategies are proposed: the first

one is semiparametric with flexible margins modeled using B-splines and a parametric copula for

the dependence structure; the second one is nonparametric and is based on Kronecker products of

the marginal B-splines bases. Frequentist and Bayesian estimations are described. In the context of

grouped data, [1658] propose a combination of the composite link model with roughness penalties

to estimate smooth densities in a Bayesian framework. A simulation study is used to evaluate the

performances of the strategy in the estimation of a density, of its quantiles and first moments.

2.3.4 General incomplete data structures

Unobserved data structures can take forms beyond missing data and censored survival data. An

important latent structure is random effects, often in conjunction with incomplete data. An encom-

passing name, coined by [1021], is data enrichment. These authors, in line with [995], demon-

strate that the predictive distribution of unobserved outcomes in the missing data context, but

also the posterior random-effects distribution, are unobservable from the data alone and, therefore

should be approached with the utmost caution. Such findings are important when pursuing model

assessment with latent structures, such as done in [775, 804] for the random-effects distribution in

the generalized linear mixed model. The case of latent classes, another type of unobservables, has
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received attention in [1681].

[600] propose an item response model for dealing with so-called test speededness. The model

consists of two random processes, a problem solving process and a random guessing process. [1686]

apply local-influence diagnostics for the detection of test speededness in a model describing non-

response in test data. This approach is compared to the optimal person fit index (Drasgow and

Levine, 1986).

[968] provide empirical evidence that the so-called Copas selection model can usefully be

used in a large fraction of meta-analyses in clinical studies.

[1378] adjust for noncompliance in the analysis of randomized clinical trials using an instru-

mental variables approach based on linear and log-linear Structural Mean Models. They further

propose formal goodness-of-fit tests for model checking. Because compliance measurements are of-

ten subject to systematic measurement error, [1399] develop techniques to adjust for systematic

measurement error when information is available on an instrumental variable for the measurement

error which is associated with the exposure, but known not to modify the treatment effect of in-

terest. The impact of measurement error on other estimators of causal effects in point-treatment

studies is investigated in [1371], who find that different methods of confounding adjustment (regres-

sion adjustment, propensity score adjustment and inverse weighting) are typically equally affected

by measurement error in the exposure.

Also in the HIV area, E. Goetghebeur (UG) is co-author of a report ([763]) as member of the

‘Committee on Methodological Challenges in HIV prevention trials’ of the Board on Global Health,

Institute of Medicine, of the US National Academies. Indeed, a string of recent large scale clinical

trials in HIV prevention have failed to show positive results. This is in part due to an apparent lack

of power created by a host of methodological complications. In this report the committee identifies

key methodological problems in the field of microbicide and pre-exposure prophylaxis trials, and

proposes ways to address them. For instance, in a chapter on adherence problems methods of causal

inference are proposed and in a chapter on alternative designs they propose to conduct sequentially

randomized trials to find optimal dynamic treatment regimes. Sequentially randomized trials [1409]

enable unbiased evaluation of how to best adapt treatment interventions to a history of outcomes

with the goal to optimize future treatment adherence and/or response. To estimate the treatment

effect one must then allow for time-varying covariates predicting possibly treatment as well as

outcome. Doubly robust estimators are developed for this purpose. Furthermore, HIV prevention

trials (see [763]) generally, and microbicide trials more specifically, again suffer great power losses

in clinical trials, among other reasons due to substantial treatment non-adherence (see [1418]).

This has repeatedly resulted in very expensive trials ending with inconclusive results. In several

manuscripts we have sought to find statistical solutions for this and related problems. The authors

have examined for instance the role of reduced hazard ratios over time due to risk heterogeneity in

the dataset and factorial designs to allow for testing of different adherence enhancing interventions.



2.4 Workpackage 4: Data with latent heterogeneity 46

2.4 Workpackage 4: Data with latent heterogeneity

The contributing partners

All Belgian partners and most international partners (UU, LSHTM) have contributed to WP4.

A summary description of the objectives

WP4’s objectives are summarized as follows:

“Unobserved heterogeneity can be modeled in different ways. A natural and common

way to model this heterogeneity is by means of mixed models, which have been ex-

tensively studied during Phase V. The gained expertise opens the door to study in

particular mixed models with partially specified residual dependencies conditional on

the values of the random effects, and generalized linear mixed models. For the lat-

ter model, flexible models for the random effects distribution will be investigated, like

mixtures of normals to approximate a B-spline basis.”

The main achievements in relation to the initial objectives

All initial objectives have been met. First, classical models with latent structures have been ex-

tended in various ways. Mixed models with flexible random-effects distributions have been proposed

by several partners, and publicly available software has been developed, allowing users to apply

many of the proposed models. Second, various proposals have been made to incorporate residual

dependencies in the model, through, e.g., copula models. A further extension of the models is

towards modeling multiple outcomes simultaneously, e.g., multivariate longitudinal profiles, mul-

tivariate survival data (link with WP3), or longitudinal and time-to-event data (link with WP3).

Again, not only novel models have been proposed, also software has been developed. Finally, a new

research line has been started in which random effects are introduced at various places in mixed

models, leading to much more flexible models than the ones traditionally used in applied statistics.

Comments in case of deviations from the initial project workprogram

As indicated, the main achievements have been met. Moreover, the summary clearly shows that

several other new research lines have been initiated, by individual partners, but also jointly by

several partners of the network. While these new research lines still need to be developed further,

many results are available yet, and have been published in the international literature.

Many statistical models in which latent structures are used to explain observed heterogeneity are

developed and investigated. The classical linear, generalized linear and non-linear mixed effects

models are generalized by allowing the random effects distribution to belong to a general class

of continuous and/or discrete distributions. To this end, frequentist and Bayesian approaches

are employed and allowed to verify the impact of the correct specification of the random effects

distribution on the estimation of various parts of the model. Latent heterogeneity is also studied in

survival models (including interval censoring and involving copula models), change point models,

multivariate random effects, hierarchical and shared parameter models. New parameter estimation

procedures are developed as well as score tests for the random effects structure and techniques for

prediction. A rather new development is the use of random effects to build models for multivariate
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longitudinal data, i.e., data sets in which multiple outcomes are measured repeatedly over time.

Data from various disciplines (medical, psychology, etc.) are taken to illustrate the performance

of the various proposals.

In many situations, statistical models are used that assume the presence of latent, unobservable,

structures to explain the variability observed in the data. Exactly the fact that those structures,

by definition, can never be observed poses particular problems with respect to identifiability, as

illustrated in [1021]. Nevertheless, those models have proven to be very useful in various contexts,

and some illustrations of this are summarized in Section 2.4.1. Overview works are [1713], an edited

handbook on longitudinal data analysis, [1714], the new edition of Verbeke and Molenberghs (2000)

on linear mixed models for longitudinal data, and the book by P. Kroonenberg on multiway data,

a review of which has been presented in [874].

In a number of applications, latent structures are needed at various levels, implying models with

so-called crossed random effects. Some examples are discussed in Section 2.4.2. Many statistical

models employ latent structures to generate association structures in correlated data settings. One

particular application is the construction of models for the joint analysis of multiple outcomes. A

number of examples are discussed in Section 2.4.3. Many standard statistical models are based on

very strict underlying assumptions. So are many mixed models. In specific applications, model

assumptions need to be relaxed in order for the models to be realistic for specific data sets at hand.

Examples are presented in Section 2.4.4. Although the models studied in this workpackage have

been around for several decades, they still pose specific problems with respect to model fitting,

and there is often lack of software to fit the particular models needed to answer subject-matter

research questions. Contributions on this are discussed in Section 2.4.5.

2.4.1 Applications of models with latent structures

When the latent structures are assumed to be of a continuous nature, one traditionally refers to

the models as mixed-effects models. Often the models are linear, generalized linear, or nonlinear

regression models in which some parameters are assumed to be sampled from a continuous distribu-

tion, often assumed (multivariate) normal. Those random effects can have various interpretations

such as levels of general practitioners in a multicenter study ([663, 1261, 1324]), levels of hospitals

in a study comparing various hospitals with respect to patient safety ([679, 1305, 1322]), patient

effects in longitudinal studies ([667]), study effects in a meta-analysis ([1261]), or gene effects in

the context of transgenic improvement of a commercial crop ([1685]). Sometimes, the latent vari-

ables are assumed to be discrete. The models are then referred to as mixture models. Sometimes,

mixture models are used because they are very flexible, often posing less strict assumptions than

other parametric models. An example is given by [987] for the analysis of longitudinal data subject

to dropout. Another advantage of mixture models is that they provide a natural way of detecting

clusters and/or of classifying observations in mixture components. For example, [705] apply mix-

ture models to detect chromosomal and segmental aneuploidies in single cells, based on smoothed

clone-specific posterior probabilities for the presence of deletions or duplications.

Another area where latent structures are applied is in modeling differential item functioning

(DIF), referring to the phenomenon that questions if a test may mean something different to

different groups. It is important to detect DIF in order to avoid test bias (and potential law suits).
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On the one hand, novel models are constructed that incorporate DIF, see [568], and [1249]. On

the other hand, new DIF screening tests are proposed as well, see [1177] and [1178]; those tests are

based on robust statistics and outlier detection. In a strand of research related to DIF, methods

are developed that allow to investigate whether latent heterogeneity is due in part to qualitative

or group differences, see [583] and [143].

Often, random effects are used to implicitly model correlation structures in the data. A typical

example is the analysis of repeated measurements, where the correlation between repeated mea-

surements from the same subject is modeled through random subject-specific coefficients, shared

by those repeated measurements. Examples can be found in [575, 699]. In the latter paper, three

different mixed models are compared for the analysis of scores that are constrained within an

interval and measured repeatedly over time. A book chapter on popular models for longitudinal

data, including mixed models is [1312].

A large amount of work is done in the context of the evaluation of surrogate markers in clinical

studies ([253, 254, 255, 256, 257, 268, 270, 274, 296, 811, 785, 811, 785, 784, 786, 1670, 1695,

1680, 1704, 1670, 1244, 1680, 1670, 1695]). Since the said evaluation of surrogates involves at least

two endpoints, i.e., the true endpoint and surrogate endpoints, and validation usually takes place

within a multi-centric or otherwise meta-analytic context, the data invariably are of a hierarchical

nature. This implies that hierarchical modeling ideas, such as mixed-effects models, are virtually

always used. In some cases, either the surrogate endpoint, the true endpoint, or both endpoints,

are longitudinal, rendering the hierarchy even more elaborate.

The application of mixed-effects models to clinical-trial data when interest lies in psychometric

validation (reliability and generalizability) is studied in several papers ([295, 315, 348, 825, 852,

853, 884]). The advantage of such an approach is that existing data can be used, obviating the

need for special-purpose studies. Also, one is not confined to the typical pre-post design, but rather

entire sequences of repeated measures can be used. Both continuous and non-continuous data can

be handled in this way. The Rasch model in psychometric research, too ([600, 567, 595, 635]), has

received a lot of attention. Other examples of mixed models in the psychometric literature can be

found in [619, 941, 1215, 1250].

Mixed models are also very useful in estimating the force of infection from serological preva-

lence data ([322]) and the use of electroencephalogram data to discriminate between potential

psychotropic compounds ([300]). Longitudinal data on a neuron-firing experiment, conducted in

monkeys, are the topic of interest in [462]. In [336] the coverage rate of vaccines is examined, while

linear mixed models are applied to cDNA data in [284].

In [1334], mixed models are used to classify subjects into two or more prognostic groups using

longitudinally observed values of markers related to the prognosis. The proposed method proceeds

in two steps as described earlier in the literature. First, multivariate linear mixed models are

fitted in each prognostic group from a training data set to model the dependence of markers

on time and on possibly other covariates. Second, the fitted mixed models are used to develop

a discrimination rule for future subjects. The method improves upon existing approaches by

relaxing the normality assumption of random effects in the underlying mixed models. Namely,

a heteroscedastic multivariate normal mixture is assumed and inference is performed within the

Bayesian framework using the Markov chain Monte Carlo methodology. Software is written for the
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proposed method and it is freely available. The methodology is applied to data from the Dutch

Primary Biliary Cirrhosis Study.

An area in which mixed models are also applied is the analysis of data from microarray ex-

periments. For example, in [1300], a calibration method is proposed for preprocessing spiked-in

microarray experiments based on nonlinear mixed-effects models. This method uses a spike in

calibration curve to estimate normalized absolute expression values and asymptotic confidence in-

tervals for the estimated expression values are constructed. Other contexts in which non-linear

mixed models are applied are in modeling regeneration of blood vessels, see [383], or in the modeling

of drug concentrations in plasma levels in pharmacokinetic studies (see [1109, 481]). Related to the

latter context is the use in [482] of P-splines in a varying-coefficient regression model for estimation

of the association between receptor occupancy and drug concentration in plasma measurements.

Another project in which models with latent structures are applied many times is the Signal-

Tandmobiel study data ([210, 183, 187]). For example, the variability of permanent tooth emer-

gence is examined in [193].

For the analysis of discrete bounded-outcome score data, [195] suggest a latent random vari-

able which logistically transformed scale has a normal distribution. The assumption of a latent

heterogeneity simplified the calculations. An alternative approach is given in [685].

In [586], mixed models are used to model claims reserving and credibility in the context of

insurance and actuarial sciences.

2.4.2 Crossed random effects

Crossed random effects models are an exciting tool to deal with cases in which latent heterogeneity

is present in two modes of the data. As an example, one may think of person by item data

with latent heterogeneity in both the person and the item mode. Linking up with this example,

a crossed random effects approach is shown to be very fruitful in the context of item response

models, see [459] and [1248], which includes a latent regression model for the item difficulties.

Beyond the case of person by item data, we have extended the crossed random effects approach

to structural equation models for three-way data in [941], which allows to investigate structural

relations among units of two of the three modes. Crossed random effects can also be generalized

to analyze data from complex experimental designs as shown in [573] and [615], the analysis of

multivariate network data, see [1201], and the modeling of repeated decision trials, see [1254] and

[1181]. The algorithmic approximation work reported in [614], based on variational methods, is

also shown to be promising in the context of crossed random effects models.

2.4.3 Latent structures for joint modeling

Many subject-matter research questions can only be answered by modeling several outcomes jointly.

Assuming a mixed or mixture model for each outcome separately and allowing the latent structures

to be common or correlated for the various outcomes, implies joint models in a very straightfor-

ward way. For example [669] uses this approach to jointly model 4 different markers, measured

longitudinally in patients who have undergone renal transplantation. The aim is to anticipate a

failure of the renal graft. It is shown that this joint model allows for a much better prognosis than
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what was available before based on univariate models. In [683, 688] latent variables are used to

jointly model a survival outcome with a longitudinally measured binary outcome. In [559], a latent

variable framework is proposed to model multivariate binary anomaly data as provided in some

teratology studies. The usual conditional independence assumption, i.e., the assumption that the

outcomes are independent conditionally on the latent variables, is relaxed by means of copula func-

tions and the distribution of the latent variable is kept flexible through a finite mixture of normals.

Another example of the use of random-effect models for the construction of joint models is [1303],

in the context of longitudinal data subject to missingness. In [1366], latent variables are used to

derive the joint distribution of bivariate ordinal outcomes, measured longitudinally. Specifically,

the ordinal outcomes are related to a bivariate latent variable, which is modeled over time using a

linear mixed model. Random effects terms are used to tie together all repeated observations from

the same subject. The cross-sectional association between the two outcomes is modeled through

the correlation coefficient of the bivariate latent variable, conditional on random effects.

2.4.4 Model extensions and/or flexible models

Many standard mixed and mixture models rely on very strict assumptions. A new, though impor-

tant area of research is goodness-of-fit for assessing random-effects models, and the development

of model extensions which pose less strict assumptions than the traditional models. Several part-

ners have contributed to this topic. The assumption of a normal random effects distribution is

extended by Ghidey et al. (2004) to a mixture of normal densities on a fine fixed grid with fixed

standard deviations, whereby the mixing weights are estimated using a penalized approach. In

[670] it is shown that the approach compares favorably to three competing approaches. Further,

this technique is applied to a variety of other models using a frequentist as well as a Bayesian

estimation procedure. In the context of a meta-analysis, the approach is used to generalize the

distribution of the baseline risk, see [184]. In [673], the random effects distribution of a generalized

linear mixed effects model is assumed of this type. The same approach is applied in a variety of

survival applications using a Bayesian approach, see [188, 447, 190, 439, 1659] for applications of

this approach in accelerated failure time models and frailty models whereby the random effects

and/or the measurement error distribution is assumed to be of the above mixture type. A similar

model is used in [662] for the estimation of the association between two interval-censored outcomes.

They show that the approach works well in many realistic situations and that it is superior to other

existing approaches. In [167] the approach is used to derive a simple expression for association

measures in bivariate survival models with interval-censored responses. In [175] the above mixture

model for the random effects distribution is assumed for a shared parameter model combined with

the Vertex-Exchange algorithm to estimate the parameters, while in [688, 175] the distribution of

the random effects distribution is completely unspecified. Mixtures are useful models for hetero-

geneous data, but parametric mixtures often show a relatively poor fit to the data. In [375] one

therefore combines smoothness and log-concave shapes to provide effective nonparametric models.

In [657], the normality assumption for the random effects distribution in a linear mixed model

is replaced by a multivariate skew elliptical distribution and estimation is done using a Bayesian

approach. Nonparametric latent densities are assumed in [374] to describe the heterogeneity in dis-

crete distributions, allowing for much a larger over-dispersion than the classical negative-binomial
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distribution. A (Bayesian) Dirichlet process can be used to replace the parametric assumption

of normality by a distribution which is stochastically centered on the normal distribution. This

approach is applied in [656] to the same dental problem as in [190]. A two-part shared parameter

model is suggested in [683] to account for the presence of excess zeros in a longitudinal binary

outcome combined with a copula model for random effects. This allowed for examining the sensi-

tivity of inference to various association structures. The impact of misspecifying the random-effects

distribution in generalized linear mixed models is the topic of interest in [300] and [303]. These

findings underscore and further contribute to understanding the differences between linear and

generalized linear mixed-effects models. In [324] the effect of misspecifying the random effects

distribution in shared parameter models is studied. It is shown that as the number of repeated

measurements per individual grows, the effect of random effects misspecification becomes minimal

for certain parameter estimators. In [135], the authors analyze the sum-score based formulation of

the Rasch model. It is discussed from the point of view of pseudo-likelihood and of misspecified

models. Exact relationships between the estimated standard errors for both models are derived.

Models with flexible assumptions about latent structures are applied in many different contexts.

For example, [910] compare mortality data from different countries (at the same age and in the same

year) using models with a smooth, nonparametric, mixing distribution of the log mortality rates.

In [1323], some recently suggested approaches to flexibly estimate the random effects distribution

in linear mixed models are compared. In a Bayesian context, [1332] relaxing generalized linear

mixed models by allowing random effects to follow a mixture of multivariate Polya trees, center

on the commonly used parametric normal family. This work provides a robust alternative to the

standard models. Issues on implementation and computational challenges are discussed as well.

In a dental context, [682] model zero-inflated counts observed for the dmft-index which is the sum

of milk teeth with caries experience. Zero-inflation occurs because of correlation among caries

experience on teeth in the same mouth, but this also implies the overdispersed distribution of non-

zero counts (negative binomial distribution). Since scoring caries is not always straightforward, an

appropriate analysis needs to correct for misclassification. In [580], the authors combine the Wiener

diffusion process for choice response times with techniques from psychometrics in order to construct

a hierarchical diffusion model. This leads to a modeling framework that is highly flexible and easy

to work with. The same authors also consider the Ratcliff diffusion model, a well developed process

account of the time course of human decision-making in two-choice tasks, and suggest adopting

Bayesian estimation methods of the parameters. This method promises to broaden the scope of

psychological problems the models can address ([618]). An application of those Bayesian tools is

described in [1197], in which practice effects on the diffusion model parameters are investigated.

In another project, the model is extended to allow also for latent between-person heterogeneity

([1181]).

Other work in the context of formulating models with both normal and non-normal (conjugate)

random effects for longitudinal, clustered, and otherwise hierarchical data can be found in [454,

1065]. These models have proven very useful, e.g., in psychometric validation, surrogate markers,

and whenever association functions are of interest ([1706]). While mixed models are particularly

useful to model mean and/or dispersion functions flexibly, allowing for overdispersion (see, e.g.,

[1342]), alternatives are studied in [1239], who also compare their approach to mixed models.
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In some situations, it is considered a drawback that the parameters in mixed models have a

cluster-specific interpretation (i.e., conditional on the latent structures), rather than a population

average interpretation. In [208] a latent-variable model is suggested for longitudinal bivariate

ordinal data, whereby the fixed-effects parameters retain their population averaged interpretation

when properly scaled.

Finally, mixed models often are based on the so-called assumption of conditional independence.

The impact of deviations from this assumption is studied by [680], in the context of diagnostic

testing. In the context of item response models, this is also investigated in [1206] via a new family

of item response models, and in [127] via copulas. The copula-based approach, which allows for

quite a flexible modeling of residual dependencies, is also successfully applied in a biostatistical

context with a study of teratology, see [1188]; otherwise, in this study copulas are combined with a

mixture model to allow for qualitative latent heterogeneity. In addition, a copula-based approach

is also developed to capture residual dependencies in structural equation modeling for categorical

data (where coupled error terms often lead to a high computational burden, for which copulas

present a neat way out), see [1159].

2.4.5 Development of estimation methods, inference tools, and software

Since model extensions are often required to address subject-matter research questions adequately,

standard estimation methods, inferential procedures, and/or standard software tools often do not

suffice to fit the models at hand or to answer the research questions of interest. In this workpackage,

several teams have contributed to the development of new estimation theory, fitting algorithms

and/or software.

For the fitting of mixed models, with continuous latent variables, standard software relies on

approximation methods of the model or the data. Methods such as marginal quasi-likelihood

(MQL) and penalized quasi-likelihood (PQL) are easy to implement, but often lead to biased

parameter estimates. Alternatively, quadrature methods can be used, but they are often very

unstable and time-consuming, especially in models with many random effects. [670] compare

various methods for the estimation of the latent variable distribution, in the context of linear mixed

models. In [1645, 658] a fully exponential Laplace approximations is proposed, which is shown to

be fast and stable. An alternative is presented by the authors of [614], who propose variational

estimation, not requiring numerical evaluation of integrals, based on a lower bound approximation

of the logistic model. In the context of frailty models for survival data, [807] propose a novel

estimation method based on a cumulative hazard transformation of the data such that a linear

mixed model can be used for parameter estimation and inference. The properties of the method

are studied by using a simulation study and a real life case study. In [651, 1257], the statistical

properties of the Expectancy Valence model of the Iowa gambling task are studied. A Bayesian

hierarchical estimation procedure is implemented and applied to data from an experimental study.

Finally, [574] propose an iterative maximum a posteriori estimator in item response theory as an

enhanced technique for estimating proficiency levels. This new estimator is compared to classical

methods by means of simulations. Also in a Bayesian framework, [969] propose a MCMC algorithm

for fitting a multilevel mixed model and apply this for multilevel multiple imputation. As discussed

in Section 2.4.3, mixed models are often used to generate joint models for multiple outcomes.
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This often leads to high-dimensional latent structures, implying model fitting to be complex.

In [180], [443] and [211], a computational procedure is developed to obtain parameter estimates

for a multivariate mixed model. In [459], a method is proposed to fit a crossed random-effects

model with two levels and continuous outcomes for the analysis of continuous hierarchical data.

A crossed random-effects model for binary data is presented as well. In [647, 107] a maximum

likelihood methodology is suggested to estimate the parameters of a one-dimensional stationary

process of Ornstein-Uhlenbeck type that is constructed via a self-decomposable distribution. In

the same context, various types of multivariate multilevel continuous time models are developed,

and associated Bayesian inferential techniques are proposed, see [575], [1179], and [1214]. In

[159] a general method for performing diffusion model analyses on experimental data is presented.

The authors show that by implementing design matrices, it becomes possible to fit models with

parameters regressed onto predictors. [373] propose a novel way to estimate a nonparametric two-

dimensional latent distributions in meta-analysis with case-control data. [439] examine various

estimation approaches for frailty models and compare these by using a simulation study. None of

the approaches proves to be uniformly better than another.

It has been shown that inference in mixed models often does not follow standard statistical

theory. One such situation is the testing of variance components. [452] and [461] study the non-

standard behavior of the score, Wald, and likelihood-ratio tests for variance components, in the

case the null hypothesis is on the boundary of the parameter space.

As far as software development is concerned, [561] and [106] propose estimation methods, pos-

sible with easily available software, for the fitting of a one/two-dimensional mixture model for

DIF and proficiency levels, respectively. [617, 158] present a software tool freely downloadable,

intended to make the Ratcliff diffusion model (see also [114]) for reaction time and accuracy data

more accessible to experimental psychologists. An R package to apply a variety of DIF methods is

presented in [1176]. In [560] a MATLAB IRT modeling (IRTm) toolbox is developed, which can fit

a large variety of IRT models, with inclusion of recent developed copula IRT models to handle local

item dependencies. Within the Bayesian context, [186] propose a freely downloadable R package,

DPpackage, allowing models with Dirichlet Processes, Polya Trees, mixtures of Triangular distri-

butions, and Random Bernstein polynomials priors. Finally, a copula approach to accommodate

deviations from the conditional independence assumption is included in a Matlab toolbox which

incorporates a large variety of IRT models, see [1189].

2.5 Workpackage 5: High-dimensional and compound data

The contributing partners

The contributing partners to this workpackage consist of UG, KUL-1, UCL, UH and the European

partners UJF, UU and USC. Joint work has taken place mainly between UG and KUL-1 and also

with the European partners.

A summary description of the objectives

High-dimensional and compound data require the development of specific analysis tools. To reveal

and model association or dependence in real-valued object-by-variable data involving a high number

of variables (e.g. micro-array data) novel models based on dimension-reduction techniques will
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be developed. New multiple testing procedures are proposed to promote reproducibility in the

presence of such high numbers of variables. Additional information will be incorporated, in the

form of one (or more) added dimensions to the object-by-variable data (thus creating multi-way

data) or through extra high-dimensional blocks of data from different sources pertaining to the

same problem (compound data) and new statistical techniques will be developed for such multi-way

and compound data.

The main achievements in relation to the initial objectives

Workpackage 5 has three main initial objectives; for each of these objectives major contributions

are made in the different disciplines in which researchers are active. We now briefly discuss some

of the important achievements for these three initial objectives:

• Dimension-reduction: Different new dimension-reduction techniques are developed, for in-

stance for micro-array data. Also state of the art robust techniques are developed in a joint

research effort between UG and KUL-1, with important applications in data mining.

• Multiple testing and model selection/validation: The multiple testing problem is, for instance,

tackled in the context of gene screening with many possible candidates. New techniques for

model selection and validation are developed both in the context of bioinformatics, data

mining and psychometrics.

• Analysis for multi-way and multiblock/multiset data: General methods are proposed for the

analysis of these types of data. Such methods can be applied in any of the three different

disciplines.

Comments in case of deviations from the initial workprogram

This workpackage has made major contributions to any of the initially stated research problems,

and is therefore not deviating from its initial workprogram.

High-dimensional data and compound data occur in different disciplines. Most of the methods

developed in this workpackage are concerned with a specific discipline; the research output in

this workpackage is therefore split up into the three disciplines bioinformatics, data mining and

psychometrics. Obviously many of the methods developed in one discipline might be highly relevant

for another discipline. We collect techniques that are developed in more than one discipline in the

fourth section, ‘Across different disciplines’.

2.5.1 Bioinformatics

A first and important research topic in bioinformatics concerns the development of tests for statis-

tical and sufficient cause interaction, with a focus on testing for gene-environment interaction, on

mediation analysis (i.e., disentangling direct and indirect exposure effects) and on the adjustment

for time-varying confounding. Each of these are discussed in turn below.

[748] propose tests for gene-environment interaction on the basis of complex traits in family

studies. Desirable features of the approach are that it enables the estimation of genetic effects in
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family studies (whereas the previous focus has been on testing), that it adjusts for unmeasured

confounding due to population admixture, and that it only requires modeling of the main genetic

effect. The approach is extended to case-only data in [1417] and to discordant sibships in [1383].

General methodological developments on interaction tests are made in [748], who propose multiple

robust statistical interaction tests that remain unbiased under model misspecification, provided

information on the exposure distribution is available, and are therefore applicable even when ad-

justment for a high-dimensional covariate is needed. [1396] propose tests for so-called sufficient

cause interactions that signal the presence of a mechanistic interaction between 2 exposures. Fi-

nally, [1384] propose a stepwise approach for family-based designs for selecting a set of markers in

a gene that are independently associated with the disease. The approach is based on testing the

effect of a set of markers conditional on another set of markers.

[712] propose evolutionary substitution models allowing for nearest neighbor dependencies. On

the basis of nucleotide information for a number of species for whom the phylogenetic tree is

known, they develop inference for evolutionary parameters based on data augmentation and find

strong support for the presence of neighbor dependencies. Because of the high-dimensionality of

the models and the computational complexity, [1372] propose heuristic model selection strategies

based on posterior distribution for use when Bayes Factors are computationally too intensive.

[731] develop a general theory for the assessment of direct effects in the presence of high-

dimensional, intermediate confounding (i.e., when there are common causes of mediator and out-

come that are affected by the exposure of interest). One of the proposed estimators is studied in

detail in the context of genetic association studies with pleiotropy in [748] and extended to case-

control studies in [1397]. A review of methods for mediation analysis is given in [1395]. To relax

the typical assumption that the association between mediator and outcome is only confounded by

measured factors, a sensitivity analysis approach is developed in [1391].

Progress on adjustment techniques for high-dimensional time-varying confounding has been

made in a series of papers by [1402], [1374] and [1373]. Here, the first paper deals with the problem

that the exposure of interest is not observed until the primary event time (e.g. patient information

is only recorded during a patient’s stay in the intensive care unit, but hospital mortality is the

outcome of interest). The second paper discusses how to deal with competing risks when assessing

the effect of a time-varying exposure on an outcome. The third is a commentary, pointing out the

problems of time-varying confounding adjustment in the intensive care literature.

As a final contribution, [730] propose semiparametric estimators for within-cluster effects when

no model assumptions are imposed on between-cluster effects. Their approach extends condi-

tional likelihood methods to enable general correlation structures and to avoid fully parametric

distributional assumptions.

Another topic studied by [734] concerns the problem of false positive findings due to repeated

testing when screening for genes with an effect on the trait. In this, and other settings of repeated

testing, the need to control false positive results has lead to a much stricter control of type 1

errors with a drop in power as the consequence. When plant breeders screen for promising genes,

they are however greatly concerned with type 2 errors, not wishing to loose sight too early of

truly promising genes. To respond to these needs we have developed a balanced test for screening,

maximizing a weighted average of the probability of drawing the correct conclusion under the null
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and the alternative hypothesis. A fundamentally different ranking of promising genes results from

this approach with due regard for the alternative hypothesis. A corresponding measure of relative

evidence in favor of the alternative versus the null is derived. This approach is further adapted

to two-stage designs and several adaptations to specific data structures are developed. A similar

problem of over optimism shows up when a regression model is fitted for prediction and [239] aim

to assess validity of the fitted prediction model. In a regression approach that targets prediction

directly on the scale of the ordinal data, using the L1 norm, we consider the absolute prediction

error, the expected value of the absolute difference between the future and predicted responses, as

the model evaluation criterion. [239] show that the distributions of the apparent error and its cross-

validation counterparts are approximately normal even under a misspecified fitted model. When

the prediction rule is ‘unsmooth’, the variance of the above normal distribution can be estimated

well via a perturbation-resampling method. We also show how to approximate the distribution

of the difference of the estimated prediction errors from two competing models. With two real

examples, we demonstrate that the resulting interval estimates for prediction errors provide much

more information about model adequacy than the point estimates alone.

A further topic studied by [1403] in forensic research is related to the matching of dna profiles

obtained from two sources. Two methods are commonly used to report on evidence carried by

forensic DNA profiles: the ‘Random Man Not Excluded’ (RMNE) approach and the likelihood

ratio (LR) approach. It is often claimed a major advantage of the LR method that dropout can

be assessed probabilistically. A new RMNE measure is proposed that like-wise accounts for allelic

dropout in an observed forensic DNA profile. We discuss the necessary calculations, underline

their simplicity and provide a tool for performing the calculations.

In plant breeding, [225] use mixed model techniques to deal with sources of variability in the

data-analysis of phenotyping experiments with transgenic rice. Somaclonal variability and insertion

variability are separated from each other to assess the effect of the inserted gene and its variability

in a correct way. As an extension to this work, design aspects of such trials aiming at evaluating

a specific gene effect and producing a productive mutant are studied by [1685].

Further, different methods for the analysis of micro-array data are developed. [299] consider

several testing procedures for testing for a monotonic trend in dose response experiments, and apply

them in the microarray data context. In particular, they combine the procedures with adjustments

for across gene multiple testing, and address the issue of small sample size by using resampling

based inference. [350] consider a range of classification methods, and apply them to the problem

of classifying samples based on microarray data. They compare the methods by using a simulation

study. It appears that classical methods, like diagonal LDA, seem to perform very good as com-

pared to other, more complicated techniques. [284] show how linear mixed effects models can be

used to simultaneously normalize cDNA microarrays and to perform differential analysis based on

the cDNA data. [828] further performed a simulation study to investigate the performance of sev-

eral gene selection methods in combination with several classification techniques in the microarray

context. The stability of the methods with respect to distributional assumptions is examined by

also considering data simulated from a symmetric and asymmetric Laplace distribution in addition

to normally distributed microarray data. [803] investigate, by using a simulation study and a case

study, the performance of SAM in the many to one microarray experiments. In particular, the
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influence of the presence of genes with a small variability on operational characteristics of SAM is

evaluated.

[162] present a novel algorithm for multidimensional unfolding that overcomes both general

problems and problems that are specific for the analysis of gene expression data sets. This method

offers a useful tool for preliminary explorations of microarray data. On the level of model selec-

tion/hypothesis testing, [1671] look for an appropriate statistical testing procedure to find genes

that are over expressed in a single tissue as compared to all members of a panel of other tissues

(problem of hypothesis testing with an alternative hypothesis that implies an intersection). For this

purpose, [1671] successfully develop a Bayesian method that is shown to outperform the current

best solution to this problem (viz., a so-called intersection-union test).

[379] study the relationship between colon tumor grade and Single nucleotide polymorphisms

(SNPs) data. SNPs are point mutations in DNA. They can be measured at a very large scale (up

to half a million in one go). The goal of much high-throughput research is to find biomarkers.

[382] use penalties in dose-response relationships to find the most influential variables in a large

number of measurements. High-dimensional data are encountered frequently in modern genetics.

One problem, tackled by [912], is to estimate genotypes of SNPs reliably from fluorescence data.

Remarkably stable patterns can be found in these signals, offering good opportunities for improved

accuracy of SNP genotyping. Once SNPs have been genotyped, the haplotype problem comes into

play: estimating and separating the states of two binary strings (representing two chromosomes)

from their sum. A penalized composite link model is proposed and applied by [914].

[390, 1007] revise and comment on the work by Tyekucheva and Chiaromonte (2008). They

revise the different ways of solving the problem caused by the singularity of the estimated covariance

matrix, starting from the estimation of a pseudo-inverse and also considering bagging techniques for

generating averages of pseudo-inverse covariance matrices. The authors propose a new estimator

of the covariance matrix and its inverse is obtained by the augmented Bootstrap. The performance

of this estimator is checked by a simulation study and some real data applications.

[1554] use the independent factor analysis (IFA) model as a dimensionality reduction technique

to perform multivariate nonparametric density estimation. The proposed estimator of the density

is optimal in a minimax sense (up to a logarithmic factor), and can be approximated in a computa-

tionally feasible way. An interesting property of the estimator is that it automatically determines

the number of necessary factors in a principled way. Besides, the plug-in classifier resulting from

the estimator is also proved to be minimax optimal (up to a logarithmic factor) for classification.

The estimator is tested on an artificial density estimation task and on a classification task related

to meteorological satellite images. Good quality statistical analysis of gene expression data is an

important issue. [1556] present some statistical methods for generating sparse models in the gene

expression field, where the number of covariates (genes) under study moves about the thousands,

while the sample sizes seldom reach a hundred of individuals. For phenotype classification, the

authors propose different lasso logistic regression approaches with specific penalizations for each

gene.
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2.5.2 Data mining

The development of robust techniques in data mining is partially a joint research effort of re-

searchers of UG and KUL-1. [446, 993] review robust, high-breakdown methods that can deal with

a substantial fraction of outliers in multivariate analysis. Location-covariance estimation, multiple

and multivariate regression, discriminant analysis, principal components, and multivariate calibra-

tion are covered. [230] introduce robust and computationally efficient versions of forward selection

(FS) and stepwise (SW) methods. The robustifications are obtained by replacing classical correla-

tions by robust counterparts. The proposed robust methods are computationally very suitable and

scalable to large high-dimensional datasets. [231] further describe robustified LARS algorithms

to select the most important predictors when the number of candidate predictors is large. The

technique is computationally very efficient and scalable. Bootstrap is used to obtain stable results.

[223] publish an editorial on a special issue partly focusing on robustness for large data sets. This

editorial explains the importance of robust methods in mining large databases. [238] review recent

developments on a bootstrap method for robust estimators which is computationally faster and

more resistant to outliers than the classical bootstrap. This fast and robust bootstrap method is,

under reasonable regularity conditions, asymptotically consistent. Applications are given for linear

regression, location-scatter parameters, principal components, and discriminant analysis. [738] fur-

ther describe fast and robust bootstrap methods in general and consider its application to perform

inference based on robust estimators for linear regression and multivariate models. Confidence

and prediction intervals and tests of hypotheses for linear regression models are studied as well as

inference for location-scatter parameters, principal components, and classification error estimation

for discriminant analysis. [132] present a general method to fit robust estimators in parametric

models for huge data sets. The method offers distribution-free confidence intervals for the median

of the predictions. The main focus is on general support vector machines (SVM) based on min-

imizing regularized risks. [136] describe the common problem of first and second order Rayleigh

and Raman scatter when fitting Parallel Factor Analysis (PARAFAC) to three-way fluorescence

excitation-emission data (EEM). The scatter can be considered as an example of element-wise

outliers. In this paper an automatic scatter identification method is developed based on robust

statistical methods for high-dimensional data. [145] develop new techniques for model selection

and model validation based on the Leave-one-out Cross-validation (LOO-CV) technique. Fast al-

gorithms are presented for LOO-CV when using a high-breakdown method based on resampling, in

the context of robust covariance estimation by means of the MCD estimator and robust principal

component analysis. A robust PRESS curve is introduced as an exploratory tool to select the

number of principal components.

Furthermore, general techniques are developed for a typical setting in data mining with a

lot of variables observed and the requirement to select the most important variables. Variable

selection in an additive model structure is accomplished in [1640] using a combination of the

nonnegative garotte technique and P-splines estimation. This results into a powerful variable

selection method, for which the performance in comparison with other recent variable selection

procedures is illustrated.

For high-dimensional data, dimension reduction will often be applied by means of a principal
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component analysis (PCA) method. In [1194] theoretical properties of a robust PCA-method,

called the ROBPCA method, are studied by deriving its influence function. Further, a robust

PCA method for skewed unimodal data and appropriate outlier maps to visualize the possible

outliers is developed by [1205]. Also a new kernel PCA method and diagnostic tools to detect

influential data points are proposed in [1233]. Support-vector machine techniques are among the

methods used for high-dimensional data. Such kernel-based regression are studied in [1193] and

[1264]. In the context of data mining, robust learning from bites is discussed in [132].

[345] consider a technique for peak detection in mass spectra, based on a Poisson approximation

of the distribution of different isotopic variants of a peptide. They show that, in its basic form,

the technique allows to reliably detect peptides that do not contain any sulphur atoms, but fails

to do so in the case when sulphur atoms are present. Furthermore, they develop modifications

of the technique that allow to detect peptides also in the latter case. [826] propose an approach

to construct a diagnostic classification rule based on proteomic mass spectrometry. The rule is

developed on a test dataset and evaluated on a validation data set of mass spectra obtained

from breast cancer patients. [826] further develop a model that allows to predict the isotopic

distribution of peptides. The predicted distribution is then used to discover peptide related peaks

in mass spectra. Finally, [875] review approaches, which use the concept of the isotopic distribution

to discovering peptide related peaks in mass spectra.

Data mining in chemometrics is also considered in the network. One of the major difficulties

within the context of the development of chromatographic methods consists in the automated de-

tection of the peaks coming from complex chemical matrices. [471] propose an integrated method-

ology based on Independent Components Analysis (ICA) and clustering to solve this problem and

apply ICA successively to HPLC-UV-DAD chromatograms. A new method for modeling chro-

matographic responses is presented by [514] as a critical piece for the achievement of automated

development of analytical methods. This methodology combines experimental design, multivariate

response surface modeling, multi-criteria optimization and uncertainty estimation by Monte Carlo

simulations to derive optimal analytical parameters in chromatographic frameworks. NMR-based

metabonomics discovery approaches require statistical methods to extract, from large and com-

plex spectral databases, biomarkers or biologically significant variables that best represent defined

biological conditions. [520] explore the respective effectiveness of six multivariate methods in this

context : multiple hypotheses testing, supervised extensions of principal (PCA) and independent

components analysis (ICA), discriminant partial least squares, linear logistic regression and classi-

fication trees. On this basis, [1074] develop also an integrated method for biomarker identification

combining ICA and mixed linear statistical modeling. It improves classical PCA chemometricians

approaches in providing candidate spectral biomarkers which are more easy to interpret, less sen-

sitive to biological and analytical noises and with a statistical confirmation of significance of their

effect. The computer screening or large molecule libraries is also a context where chemists or

pharmacists have the opportunity to discover new products of interest for the industry. [1125]

design a genetic algorithm to explore potential libraries of candidate molecules built on the basis

of high-throughput experiments. They apply it successfully in the performance optimization of

catalysts for asymmetric transfer hydrogenation.

Finally, [378] develop techniques for mass spectra data which form yet another type of high-
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volume data. In medical circles great expectations are living about its use for prediction. In a

carefully designed ‘shoot-out’, five classification methods for high-dimensional data are compared.

[906] further advice on how the construction of biplots can be improved. One way to summarize and

display high-dimensional data is projection on principal components. Both the observations and

the variables can be represented in biplots. Unfortunately most biplots are much less informative

than they could be.

2.5.3 Psychometrics

High-dimensional and compound data also occur frequently in the psychological literature. Differ-

ent new techniques are developed to cope with these data complexities.

To deal with vast data sizes (of high-dimensional object by variable data type), the network

has been working on a broad range of methods that imply a reduction of the variables (and

possibly also of the objects), with this reduction being either categorical or dimensional in nature

(clustering resp. dimension reduction). Contributions in this area include the development of

novel models, such as a model that clusters the objects in overlapping clusters and simultaneously

reduces the variable space ([1167]), and a model that simultaneously groups both objects and

variables in overlapping clusters ([164]); the latter model goes with a particularly useful extension

that allows to unveil the nature of interactions as present in the data ([1180]). The methods that

are developed are both deterministic and stochastic in nature ([610]) (with a generic method being

proposed to expand deterministic models into their immediate stochastic counterparts ([1235])).

The development of novel models goes along with a study of their identifiability ([1166], [578]),

and with the development of suitable associated algorithms (and the study of their performance)

([1216], [596], [1165], [131] and [161]).

To deal with multiway data, models are developed to capture the structure of three-way data

making use of random effects ([941], [1201]); this represents an obvious cross-link with WP4.

The relation between the two previously developed simultaneous multiway clustering models was

further investigated ([1212]). Furthermore, beyond specific models, a unifying model is developed

that implies a categorical and/or dimensional reduction of one or several modes of a multiway data

set ([165]); this encompasses a broad range of existing reduction models as special cases and may

act as a powerful tool for the creation of novel models.

Apart from some algorithmic work ([1168]), two important data-analytic issues are dealt with.

The first of these pertains to model selection. Within the context of models for multiway data, this

typically is a multidimensional problem, and therefore a more complex one than in the two-way

case. Several model selection procedures are compared and a best deal for model selection in the

case of multi-mode partitioning models [616] is found. The second issue pertains to estimation

uncertainty. In this regard a novel procedure is successfully developed to discriminate between

strong and weak structural aspects of three-way component solutions ([1190]).

A particularly intriguing subtype of coupled data pertains to information on two or more links of

a sequential process (with information on each set of variables as included as a node in the sequential

chain constituting a separate data block). As an example, one may think of psychological data on

behaviors as displayed by persons in several situations (one data block), with the occurrence or

intensity of behaviors being mediated by the thoughts and feelings that those persons experience
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in the situations in question (second data block, linked to the first through both persons and

situations). A major challenge when analyzing such sequential process data is that each link in the

chain may be subject to heterogeneity (cross-link with WP4). For instance, in the psychological

chain ’situation - thought/feeling - behavior’, both the ’situation - thought/feeling’ link and the

’thought/feeling - behavior’ link may be subject to individual differences. A contribution is made

to the development of novel tools to capture these sources of heterogeneity, both in terms of a

variance decomposition (based on a conjunction of a multivariate analysis of variance and a linear

mixed model) and in terms of a representation of the contents of the heterogeneity (by means of a

novel family of sequential clusterwise regression models), see [609], [592], [1161].

With respect to the development of numerical tools, a method is proposed to overcome the

computational burden associated with latent Markov models applied to panel data; this method is

based on transformations applied to a directed acyclic graph associated with the models in ques-

tion ([613], [613]). In the same context, a user-friendly software to estimate a specific model for

data fusion is developed ([1227]). For model selection and the estimation of uncertainty, a numer-

ical convex hull based procedure for selecting among several multilevel simultaneous component

solutions is developed ([1162]). Furthermore, [1217] also develop different bootstrap strategies for

estimating confidence intervals of the parameters of models from the same family.

2.5.4 Across different disciplines

The problem of the analysis of data sets that include multiple sorts of information regarding the

same system is also addressed in the network. Such data sets can be denoted by the terms coupled,

linked, or multiset data, and the associated data analysis can be denoted by the term data fusion.

As an example one may think of data that are obtained on the same organisms in terms of gene

expression, ChIP-on-Chip, alternative splicing (Exon arrays), copy-number measurements (CGH

arrays) and polymorphism genotyping (SNP arrays).

A broad range of novel models are developed for data fusion problems (see, e.g., [1169], [620],

[1252]). Moreover, those models as well as related ones, appear to yield most insightful results,

when applied to transcriptomics and metabolomics data from systems biology ([1182], [1220]), as

well as to data from cross-cultural psychology ([1251]).

In addition to the development of particular novel models for data fusion, relations between

data fusion models are also studied. At this point, an encompassing framework is built for a broad

range of simultaneous component methods as developed in various research domains (including

chemometrics and psychometrics), which provides a clear insight into both the common core of

the methods and the specific elements with regard to which they differ; this implies most useful

clues for a suitable choice between the methods in question in data-analytic practice ([1223]). The

further study of model interrelations culminates in an overall conceptual framework for data fusion,

along with a generic model that subsumes an important subset of specific (existing as well as to

be developed) data fusion approaches.

In this context, the problem of weighting is also considered. When dealing with the estimation

of a global model to coupled data at hand, an important question reads how the information from

the different blocks is to be integrated into an overall loss or objective function. This question

becomes especially important if the data blocks differ rather strongly in size and/or if they are
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subject to rather different amounts of noise. To deal with this issue, different possible weighting

schemes are studied and likelihood-based approaches, making use of both synthetic data and data

from a study on functional genomics ([1221]). This makes clear that: (a) in a homogeneous error

setting, it is advisable not to correct for block size by down weighting larger blocks ([1185]), and

(b) when data blocks differ considerably both in size and presumed noise level, one may benefit

from using a likelihood-based approach ([1185]).
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3 The networking

3.1 Major joint activities

The scientific collaborations between various groups of the network were organized at six different

levels:

• Workshops. Three workshops took place. They play a key role in the organization of the

project and join together all members of the IAP network.

• Meetings. A set of meetings was organized related to the topics of the network. These

meetings were attended by researchers of the IAP network but were also open to other

researchers.

• Research seminars. In the institutional seminar series of each group of the network, we

organized seminars on topics of direct interest for the research network. In addition, a number

of seminars have been organized by the network itself.

• Working groups. Their goal is to facilitate the interaction between a limited number of

members from the network on a specific topic. They often lead to specific collaborations

between members of the network.

• Training. Intensive courses on various topics of the network were organized by the nine

partners. These courses were taught by members of the network or external experts. Special

attention was paid to encourage doctoral and post-doctoral students to attend these courses.

However the audience was not limited to the members of the network and very often external

students attended these intensive courses too.

• Mobility of researchers. Some exchanges of researchers were organized within the network.

These six levels of joint scientific activities are now described in detail. Overall, from 2007

on, the number of scientific collaborations within the network growed continuously, as can be seen

from the list of joint activities below.

3.1.1 Workshops

The annual workshops were organized by different partners of the network and play an essential

role in the organization of the network. The scheduling over time links up with the advancement

of the whole project.

The annual workshop of 2007 entitled ‘Statistical Inference for Dependent Data’ was organized

by the University of Hasselt on April 26-27, 2007. The local organizer was Noël Veraverbeke.

The central theme of the workshop (‘How to deal with dependent data ?’) was considered from

different angles and approaches, and brought together researchers from the network working in

diverse areas of statistics. There were 65 participants. Three two-hour lectures were given by

the following main speakers: Roger Nelsen (Lewis and Clark College, USA), Patrick Gagliardini

(Lugano, Switzerland) and Yuri Goegebeur (University of Southern Denmark and KUL-1). There

were also 11 contributed talks.
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The annual workshop of 2008 entitled ‘Missing Information in Survival Data Beyond Right

Censoring’ was organized by the University of Ghent on 18-19 September 2008. The local organizer

was Luc Duchateau. The workshop focused on the cornerstone ‘Data’, which is one of the three

cornerstones on which the IAP project is based (the two others being ‘Models’ and ‘Methods’, see

Section 1.3 for more details). More precisely, the workshop concentrated on incomplete survival

data. Examples of incomplete data are missing, right censored and interval-censored data, and

common survival models for this type of data are competing and semicompeting risks models and

frailty models. In this workshop new methodological developments for these data and models

were considered. Three keynote speakers were invited: Rick Chappell (University of Wisconsin,

USA), Jianguo Sun (University of Missouri, USA) and Jerry Lawless (University of Waterloo,

Canada). Furthermore, there were contributed sessions organized around the five workpackages

of the network. Many contributed papers from the whole IAP network were presented. A total

of 75 IAP members participated to this workshop. A social activity (guided tour through Ghent,

followed by an informal lunch) was organized on September 20, in order to stimulate interactions

(both scientifically and socially) in the network.

The next annual workshop was organized by the KUL-2 group. It took place on 19-20 November

2009, and the local organizers were Geert Verbeke and Geert Molenberghs. The focus was on the

cornerstone ‘Methods’, and more precisely on nonparametric and Bayesian methods. The keynote

speakers of this workshop were Gerda Claeskens (KULeuven), who talked about ‘Model testing and

selection’ and Timothy Hanson (University of Minnesota, U.S.A.), whose talk was on ‘Bayesian

survival analysis: An overview of models and methods’. There were 6 contributed papers sessions:

one for each workpackage, plus one additional session for papers that did not clearly belong to any

of the workpackages. A total of 96 people attended this workshop. On 17-18 November Timothy

Hanson together with Alejandro Jara Vallejos (Universidad de Concepción, Chile), also gave a

short course on ‘Nonparametric Bayesian statistics’, which was attended by a large number of

PhD students in the network.

The annual workshop of 2010 will be organized by the KUL-1 partner. It will take place

in October 2010 and will be focused on the cornerstone ‘Models’. The workshop will focus on

cross-links between the different workpackages and on recurrent research themes that are being

studied by several partners from different angles. Modeling approaches that are shared by many

workpackages are e.g. copula models (as a key tool to deal with dependencies), and variable selection

and sparseness (to deal with high-dimensional data).

The final workshop in 2011 will be organized by the UCL partner. The workshop will focus on

the interaction and synthesis between the 3 cornerstones of the network. A possible approach to

reach this goal could be the application of central methods and modeling approaches to a number

of benchmarking datasets with interlocking complexities.

3.1.2 Meetings

Apart from the above workshops, several meetings were organized in relation to the IAP network.

The following meetings were organized by the network in 2007:
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• Kick-off meeting, February 9, 2007: an introductory meeting, aimed at getting to know better

the different network members and their research areas. During this meeting, each partner

presented briefly the various research topics studied by his group. There was also ample

time for discussion and social contact. About 100 members attended the meeting. More

information on the program of the kick-off meeting can be found at

http://www.stat.ucl.ac.be/IAP/PhaseVI/archive_meeting.html

• Meeting on ‘Mixture modeling’ with special interest to applications in educational measure-

ment and bioinformatics, organized by KUL-1, KUL-2, UH and the Department of Statistics

of PUC (Chile), November 20-21, 2007. The meeting was attended by a big audience, and

brought together researchers from different universities from the network working on this

research topic.

The following meetings were organized by the network in 2008:

• On September 10, 2008, Norman Breslow received an honorary doctorate from UH and KUL-

2 combined, at the occasion of the start of the Interuniversity Institute for Biostatistics and

statistical Bioinformatics (I-BioStat), a joint venture of UH and KUL-2. It is fair to say that

this well advanced level of collaboration has been catalyzed by the IAP-Network in Statistics.

Incidentally, Norman Breslow has published extensively in the fields of models with latent

structures, such as the overdispersed Poisson model and the generalized linear mixed model.

He is considered one of the founding fathers of the latter.

• On October 16-17, 2008, the 16th Annual Meeting of the Belgian Statistical Society (BSS)

took place in Wépion-Namur. The IAP network took part in the organization of this meeting,

and organized one session, with Vladimir Spokoiny (Weierstrass Institute, Berlin) as invited

speaker. The IAP network sponsored this meeting for the first time, and agreed with the

BSS to do this on an annual basis, to increase the visibility of the network within the Belgian

statistical community.

• On November 5-7, 2008, the ‘International Seminar on Nonparametric Inference’ (ISNI2008)

took place in Vigo, Spain. The meeting was co-organized by the European partner of Santiago

de Compostela under the heading of the IAP network. Three members of the IAP network,

as well as A. Davison (member of the follow-up committee) gave invited lectures on this

meeting. Many members of the network participated to this meeting (especially from UCL,

UH and UJF).

• On November 12-14, 2008, an international workshop on ‘Flexible modeling: smoothness and

robustness’ was held at KUL-1 (main organizer: I. Gijbels).Two of the ten invited speakers

and several contributed speakers and presenters of posters were members of the IAP-network.

The international workshop was attended by approximately hundred participants including

several members of the IAP-network.

The following meetings were organized in 2009:

http://www.stat.ucl.ac.be/IAP/PhaseVI/archive_meeting.html
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• Tom Snijders (member of the follow-up committee) has been awarded the prestigious Francqui

Chair 2008-2009 upon a nomination by the KUL-1 group on 16 February 2009. On this

occasion, he has given lectures on ‘Statistical models for social network data’ on 17 and 18

February and on 23 and 24 March, 2009. They were co-organized by the IAP network.

• An international conference on ‘Exploring research frontiers in contemporary statistics and

econometrics’ was organized by the UCL-partner in honor of the main coordinator of the

network, Léopold Simar (UCL), on the occasion of his retirement. The conference took place

on May 14-15, 2009 at the UCL, and was co-organized by the network.

The following meetings will be held in 2010:

• The European partner of Santiago de Compostela (Spain) will organize the METMAV Con-

ference from 30 June to 2 July 2010. The purpose of this conference is to promote the

development and application of spatio-temporal statistical methods in different fields related

to environmental sciences.

Other conferences will follow in the near future.

3.1.3 Research seminars

Each of the participating partners organizes on a regular basis statistics seminars at their univer-

sities. Announcements of these seminars are sent out to most Belgian statisticians, including these

participating in the network.

Apart from the regular statistics seminars at the universities involved, several seminars have

been organized by the network itself, around central themes of the network. They are on some

occasions given by members of the network, in order to foster research interactions and exchange

of ideas. These seminars are indicated by a star (*).

We took the opportunity of these seminars to facilitate the transmission of our research results

within the network. In particular, each group invited on a regular basis members of the partner

teams to present their research. A list of these seminars is presented below. We start with 2007:

• *January 25, 2007: Philippe Lambert (UCL), ‘Bayesian multi-dimensional density estimation

with P-splines’, at KUL-1

• February 5, 2007: Juan Carlos Pardo-Fernández (University of Vigo), ‘Tests in nonparametric

regression based on the error distribution’, at UCL

• *February 5, 2007: Wenceslao González-Manteiga (USC), ‘Comparing spatial dependence

structures’, at UCL

• February 23, 2007: Jérémie Bigot (Université Toulouse III), ‘Homeomorphic smoothing

splines: a new tool for monotonizing a non-constrained estimator in nonparametric regres-

sion’, at UCL

• February 23, 2007: Geurt Jongbloed (Free University of Amsterdam), ‘Density estimation in

the current status model’, at UCL
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• *April 20, 2007: Paul Eilers (UU), ‘Statistical classification for reliable high-volume genetic

measurements’, at UCL

• *April 20, 2007: Kristel Van Steen (UG), ‘Perspectives on genetic association screening, at

UCL

• *June 12, 2007: Ingrid Van Keilegom (UCL), ‘Estimation of a semiparametric transformation

model’, at USC

• *October 4, 2007: Cédric Heuchenne (UCL), ‘Testing parametric forms in location-scale

models with censored data’, at KUL-1

• October 12, 2007: Mark van der Laan (University of California, Berkeley University), ‘Tar-

geted maximum likelihood learning: Applications in discovery and randomized trials’, at

KUL-1

• *October 25, 2007: Marek Omelka (IAP-postdoc, KUL-1 and UH), ‘Uniform asymptotics for

S- and MM-regression estimators’, at KUL-1

• *November 8, 2007: Noël Veraverbeke (UH), ‘Copulas in models for survival data’, at KUL-1

• November 29, 2007: Anthony Davison (EPFL, Lausanne), ‘Likelihood inference for a problem

in particle physics’, at UCL

• November 29, 2007: Ernesto San Martin (PUC Santiago, Chili), ‘On the statistical meaning

of the parameters of skew-normal experiments’, at UCL

• *December 6, 2007: Stefan Van Aelst (UG), ‘Feasible robust variable selection’, at KUL-1

The two seminars that took place on November 29 were organized on the occasion of the

administrative meeting of the network, that took place in the morning. The speakers of these

seminars are member of the follow-up committee (A. Davison) and former postdoc of the Phase

V-IAP network (E. San Martin). In 2008 the following seminars took place:

• *February 8, 2008: Wenceslao González-Manteiga (USC), ‘Using SiZer map for testing prob-

lems’, at UCL

• February 8, 2008: John Einmahl (University of Tilburg), ‘Asymptotics for the Hirsch index’,

at UCL

• May 13, 2008: Pieter Kroonenberg (Leiden University), ‘Analyzing two cases of three-mode

data’, at KUL-1

• *May 16, 2008: Catherine Legrand (UCL), ‘A Bayesian approach to jointly estimate a ran-

dom effect and a random interaction in a proportional hazards model. Application to the

validation of a prognostic index in bladder cancer patients’, at UCL

• *May 16, 2008: Noël Veraverbeke (UH),‘Copulas in survival models’, at UCL
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• *October 2, 2008: Goele Massonnet (UH), ‘Contributions to frailty and copula modeling

with applications to clinical trials and dairy cows data’, at KUL-1

• *October 31, 2008: Noël Veraverbeke (UH), ‘Half a century of Kaplan-Meier estimation in

survival analysis (1958 - 2008)’, at KUL-1

• November 14, 2008: Dimitris Rizopoulos (Erasmus University, Rotterdam), ‘Laplace approx-

imations for joint models’, at UCL

• *November 14, 2008: Goele Massonnet (UH), ‘Contributions to frailty and copula modeling

with applications to clinical trials and dairy cows data’, at UCL

• December 9, 2008: Herbert Hoijtink (University Utrecht), ‘Learning more from empirical

data using prior knowledge’, at KUL-1

We continue with summarizing the seminars that took place in 2009:

• January 6, 2009: Antonio Forcina (University of Perugia), ‘ Likelihood inference on equality

and inequality constraints for contingency tables’, at UG

• February 12, 2009: Thomas Lumley (University of Washington), ‘The case-only design allow-

ing for interactions in a multiplicative model for rare events when genetic and environmental

exposures are independent’, at UG

• *March 26, 2009: Léopold Simar (UCL), ‘Frontier estimation and extreme value theory’, at

UCL

• *March 26, 2009: Geert Molenberghs (UH and KUL-2): ‘Every missing not at random model

for incomplete data has got a missing at random counterpart with equal fit’, at UCL

• *May 4, 2009: Fentaw Abegaz (currently IAP-postdoc KUL-1), ‘Statistical dependence mod-

eling and inference using copulas’, at KUL-1

• May 27, 2009: Jack Bowden (University of Cambridge), ‘ Unbiased estimation of selected

treatment means in two-stage trials’, at UG

• *October 1, 2009: Tetyana Kadankova (UH), ‘Two-sided exit problems for several classes of

stochastic processes’, at KUL-1

• November 16, 2009: Tom Palmer, (University of Bristol), ‘Including multiple instrumental

variables in mendelian randomization analyses’, at UG

• *December 3, 2009: Anouar El Ghouch (UCL), ‘Measuring the discrepancy of a parametric

model via local polynomial smoothing’, at KUL-1

The two seminars of 26 March 2009 were organized in the context of an administrative meeting

with all promoters of the network that took place at UCL after the two seminar talks. In 2010 the

following seminars took place or are planned. More seminars will be organized in the near future.
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• 8 January, 2010: Yi Li (Harvard University), ‘The Dantzig selector for censored linear re-

gression models: identifying predictive genes for myeloma disease progression’, at UG

• *January 22, 2010: Auguste Gaddah (UH), ‘Flexible modeling in the generalized conditional

Koziol-Green model by a copula function’, at UCL

• *February 11, 2010: Jan Johannes, (UCL), ‘Adaptive circular deconvolution by model selec-

tion under unknown error distribution, at KUL-1

• *March 18, 2010: Auguste Gaddah (UH), ‘Flexible modeling in the generalized conditional

Koziol-Green model by a copula function’, at KUL-1

• *March 18, 2010: Fentaw Abegaz (postdoc IAP, joint at KUL-1 and UH), ‘Semiparametric

estimation of conditional copulas’, at KUL-1. This seminar and the previous one were or-

ganized together around the common theme ‘modeling dependencies in complex data using

copulas’.

• May 21, 2010: Uschi Müller-Harknett (Texas A&M University), title to be fixed, at UCL

• May 21, 2010: Melanie Birke (University of Bochum), title to be fixed, at UCL

Finally, we like to mention that Anastasios Tsiatis (North Carolina State University) has been

awarded the 2010-2011 Princess Lilian Visiting Professorship. The promoters (hosts) are Geert

Molenberghs (UH and KUL-2), Geert Verbeke (KUL-2) and Marc Aerts (UH). During his visit,

which is planned in May-June 2011, Anastasios Tsiatis will teach a doctoral-training course, he

will provide guidance to the doctoral students of KUL-2 and UH, and he will give a sequence of

research seminars at UH, KUL-2 and UCL.

3.1.4 Working groups

The IAP network is working on a broad range of research topics in statistics. The interactions

and collaborations between network partners organized as formal and informal working groups,

are manifold. This can also be seen from the list of technical reports and publications.

The interaction between researchers of the network is facilitated through the working groups.

They allow an intensive discussion on specific topics between a limited number of researchers.

Below are a few examples of active working groups in the network. They are an important tool to

stimulate interactions between network partners, and to stay informed of the research achievements

of other partners of the network.

• Sensitivity analysis

In the context of incomplete data, the sensitivity analysis working group has existed as

a collaboration between UH and KUL-2, with contributions from LSHTM. This sensitivity

analysis work is to be situated within the context of mixed models or other modeling contexts

for hierarchical data, thus placing itself at the crossroads of WP3 and WP4. It is here that

the work of [964] and by [967] are aimed at. By way of another example, [1700] studied

the behavior of shared-parameter models under random-effects misspecification. This work
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connects various themes within WP3 (sensitivity analysis, shared-parameter models, and

other latent structures) and within WP4 (random effects structures).

• Frailty models

UH, UG, UCL, and KUL-2 have established and maintained a working group on frailty

models for survival analysis. This has led to a suite of high-profile references, in particular

[1025] is a state-of-the-art treatise on the frailty model and extensions thereof. The intensive

collaboration started in 2002 and continued up to now. The working group concentrates on

research issues under workpackage 3. Since 2002, the group met in a regular way to discuss

research progress and for a series of seminars mainly to introduce relevant methodology to

new PhD students. Participants in 2007-2009 were: B. Ampe (UG), R. Braekers (UH), T.

Burzykowski (UH), J. Cortiñas (UH), L. Duchateau (UG), A. Gaddah (UH), E. Goetghebeur

(UG), K. Goethals (UG),P. Janssen (UH), Komárek (KUL-2), P. Lambert (UCL), C. Legrand

(UCL), Lesaffre (KUL-2), G. Massonnet (UH), R. Sylvester (EORTC), B. Van Rompaye

(UG), I. Van Keilegom (UCL) and N. Veraverbeke (UH). The main research topics discussed

in this working group are related to competing risks and to transformation models for survival

data (where the transformed cumulative hazard is modeled as a function of covariates in a

linear way and where such models are extended to time-varying covariates and frailties).

• Surrogate markers

The work on the evaluation of surrogate markers from clinical studies, is located at the

interaction between WP3, WP4, and WP5. There has been an informal working group in

existence ever since the beginning of the network, encompassing colleagues from UH, KUL-2,

and various external partners, from Belgium and abroad.

• Copulas

The working group on ‘Modeling dependencies and inference based on copulas’ is very active,

and met approximately every 6 weeks in 2007–2010. The close collaboration of members

of KUL-1 and UH within the context of this working group led already to several joint

publications of members of these two universities. Two IAP-postdocs (in the period 2007–

2010) M. Omelka and F. Abegaz participated to this working group.

• Variable selection and sparseness

Members of the KUL-1 (in particular I. Gijbels and A. Verhasselt) and of UJF (A. Antoniadis)

have extensive collaborations on the development of semi- and nonparametric methods for

complex data, such as heavy noisy data. One of the aspects of the work is exploring regular-

ization techniques. These collaborations are situated in WP1 and on the interface between

WP1 and WP4. These collaborations resulted already in several joint papers. A. Verhasselt

spent in spring 2008 more than 2 months at UJF, working on a joint project between KUL-1

and UJF.

• Longitudinal data

There is a working group on longitudinal data, focusing on developments originating from

[454], and rooted in UH, KUL-2, and LSHTM. The purpose is to develop flexible methodol-

ogy to allow for complex hierarchical models for designs that encompass repeated measures,
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multi-level structures, and to correct for overdispersion when data are non-Gaussian. Appli-

cations are situated in surrogate marker evaluation in clinical trials, psychometric validation,

incomplete longitudinal data, etc.

Given that latent structures can be conceived as a form of incompleteness, there are strong

and natural links between WP3 and WP4. Incidentally, various book projects are situated

within WP3 and on this particular bridge between the two packages. These are oftentimes

outgrowths of informal inter-university working groups. Much of the work on longitudinal

data (WP4) faces issues of incompleteness (WP3), as well. G. Verbeke (KUL-2) and G.

Molenberghs (UH) are co-editors, jointly with G. Fitzmaurice (Harvard School of Public

Health, Boston, MA) and M. Davidian (North Carolina State University, Raleigh, NC), on

the state-of-the art volume on recent advances in longitudinal data analysis (WP4), with an

important focus on incomplete data and sensitivity analysis (WP3) ([1026]).

• Goodness-of-fit tests

C. Heuchenne and I. Van Keilegom (UCL) has extensive collaborations with members of the

USC partner (W. González-Manteiga and R. Crujeiras Casais) on goodness-of-fit tests in

(semi)-parametric regression, when the data are or are not subject to right censoring. They

also work together on a project dealing with ROC-curves in regression, and a project on in-

ference for censored spatial data. The collaborations have lead already to many publications,

mainly in WP1 but also in WP2 and WP3. R. Crujeiras-Casais worked as an IAP postdoc

at UCL in 2008 on these and other topics related to the network. W. González-Manteiga

visited the UCL for one week in February 2007, for three weeks in February 2008 and for

one week in May 2010. I. Van Keilegom and I. Heuchenne visited USC on average once or

twice a year, each time for about one week to finish ongoing work and discuss new research

directions.

• Bioinformatics

I. Van Mechelen (KUL-1) and G. Verbeke (KUL-2) are both partners in a KUL Center of

Excellence for computational systems biology. Their teams have made several methodological

contributions (of immediate relevance for WP5) in the context of statistical bioinformatics,

which have lead to new biological and medical insights.

3.1.5 Training

Several short (intensive) courses have been organized within the framework of the IAP-statistics

network. These courses were intended for all members of the network, and in particular (but not

exclusively) for the PhD-students. The announcements were each time sent out to all members

and posted on the web site. No (or reduced) registration fees were required for IAP-members.

A list of the short courses organized is given below.

• January 30-31 and February 1, 2007: Short course on ‘Modeling dependence with copulas’,

by Christian Genest (Université Laval, Canada), at UCL, jointly organized by the FNRS

Graduate School in Statistics and the IAP network.
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• May 21-24, 2007: Summer school on ‘Advanced nonparametric statistics’, including three

short courses given by Jean Opsomer (Iowa State University, USA), Marten Wegkamp (Florida

State University, USA), and Oliver Linton (London School of Economics, UK), at UCL,

jointly organized by the FNRS Graduate School in Statistics and the IAP network. The

summer school also attracted a large number of PhD students, coming from several Euro-

pean countries, including a number of PhD students from the European partner of USC.

• September 4, 2007: Short course on ‘The statistical evaluation of surrogate endpoints in

clinical trials’, by Geert Molenberghs (UH and KUL-2), on the premises of the UCB company

in Braine-l’Alleud, jointly organized by the Biostatistics Section of the Belgian Statistical

Society and the IAP Network.

• November 22-23, 2007: Short course on ‘Mixed models and incomplete data’, by Geert

Molenberghs (UH and KUL-2) and Geert Verbeke (KUL-2), at KUL, organized by KUL-1

on behalf of the ‘Interuniversity Graduate School of Psychometrics and Sociometrics’ and

the IAP Network.

• January 21-22, 2008: Short course on ‘Statistical inference for curve estimation and classifi-

cation’, by Lutz Dümbgen (University of Bern, Switzerland), at UCL.

• February 12-15, 2008: Short course on ‘Goodness-of-fit testing in regression’, by Wenceslao

González-Manteiga (USC), at UCL.

• March 3-4-5, 2008: Short course on ‘Local parametric estimation with applications in volatil-

ity estimation and risk management’, by Vladimir Spokoiny (Weierstrass Institute, Berlin,

Germany), at UCL.

• April 28-29, 2008: Short course on ‘Introduction to numerical techniques for statisticians’,

by Geert Molenberghs (UH and KUL-2), Francis Tuerlinckx (KUL-1) and Geert Verbeke

(KUL-2), at KUL, organized by KUL-1, KUL-2, UH.

• May 20-21, 2008: Short course on ‘Modeling with heavy tails and extremes’, by Sydney

Resnik (Cornell University, USA), at UCL.

• September 16-18, 2008: Short course on ‘On the bridge between genetics and statistics’, by

Amy Anderson (Western Washington University, USA), at UCL.

• October 20-21, 2008: Short course on ‘Financial time series’, by Timo Terasvirta (University

of Aarhus, Denmark), at UCL, jointly organized by the FNRS Graduate School in Statistics

and the IAP network.

• November 3 and 5, 2008: Short course on ‘Statistical learning theory’, by Sarel Steel (Uni-

versity of Stellenbosch, South Africa), at KUL-1.

• November 14, 2008: Short course on ‘Penalized spline smoothing and geoadditive regression’,

by Thomas Kneib, Ludwig-Maximilians-University Münich, Germany, at KUL-1.
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• January 29-30 and February 3-4, 2009: Short course on ‘Empirical log optimum portfolio

selection’, by László Györfi and András Urbán (Budapest University of Technology and

Economics, Hungary), at KUL-1.

• February-March, 2009: Belgian Francqui Chair 2008-2009 awarded to Tom A.B. Snijders

(University of Oxford and University of Groningen) and member of the IAP follow-up com-

mittee. The chair, organized by KUL-1, comprised an inauguration and a lecture series on

the topic of ‘Statistical models for social network data’.

• November 3-6, 2009: IERI Autumn Academy on ‘A nonlinear mixed model framework for

item response theory’, at KUL-1.

• January 25-26, 2010: Short course on ‘An introduction to statistical inverse problems’, by

Axel Munk (University of Goettingen, Germany), at UCL, jointly organized by the FNRS

Graduate School in Statistics and the IAP network.

• February 17, 2010: Short course on ‘Bayesian data analysis’, by Andrew Gelman (Columbia

University, New York, USA), at KUL-1. More than 180 participants registered for this course,

including many PhD students and postdocs from all IAP partners. This activity can also be

considered to have contributed significantly to the visibility of our network.

• June 1 and 3, 2010: Short course on ‘Regression estimation under shape constraints - an

overview’, by Melanie Birke (Ruhr Universität Bochum, Germany), at UCL.

We also like to mention that in the framework of the Princess Lilian Visiting Professorship that

has been awarded by KUL-2 and UH to Anastasios Tsiatis (North Carolina State University) in

2010-2011 (see Section 3.1.3 for more details), Anastasios Tsiatis will, among other activities, teach

a doctoral-training course based on his state-of-the-art Springer book on semiparametric theory

and incomplete data.

3.1.6 Mobility of researchers

Mobility of researchers is a crucial issue in the network. In particular with respect to training

of PhD students, the network really offers a great opportunity. Apart from mobility in terms of

training for PhD students it is also of vital importance that researchers of the network visit other

network members for collaboration.

The KUL-1 partner member A. Verhasselt, PhD student at the KUL-1 group, spent twice a

study leave (of 2.5 months and one month) in 2008-2009 at UJF. These study leaves and the

resulting collaborations between the KUL-1 team and the UJF-team resulted in three papers, of

which one is submitted, and two are currently prepared for submission. Moreover, it is planned

that a graduate student of W. González-Manteiga (USC) will spend in 2011 several months at

UCL to work with I. Van Keilegom.

In addition, a lot of mutual visits took place between academic members of the network, usually

for short periods. For instance, faculty members of KUL-1 (I. Gijbels) and of UJF (A. Antoniadis

and S. Lambert-Lacroix) made several mutual visits. The aim of these visits is an intensive working

on the joint research projects in order to make substantial progress on them. Also, several visits
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per year took place between the European partner USC (W. González-Manteiga) and the UCL

partner (C. Heuchenne and I. Van Keilegom), and between LSHTM (M. Kenward) and the groups

of G. Verbeke and G. Molenberghs (KUL-2 and UH).

Below are a few examples of joint appointments of postdoctoral positions financed by the

network. The postdocs financed by the IAP network have in most cases been hired after a joint

call, collecting all the positions offered by groups of the network in one single announcement, that

was sent out on an international scale to many universities in the whole scientific community.

• Marek Omelka was an IAP postdoc coming from Prague University. He worked for 6 months

at KUL-1 (October 2007-April 2008) followed by 6 months at UH (April 2008 - October

2008). A working group has been set up around his work, and related projects.

• Rosa Crujeiras-Casais, who did her PhD at USC, was an IAP postdoc at UCL from August

2008 till December 2008. On January 1, 2009, she obtained an academic position at USC.

• Fentaw Abegaz is an IAP postdoc, who currently works for 6 months at KUL-1 (October

2009-April 2010) followed by 6 months at UH (April 2010 - October 2010).

• Auguste Gaddah will finish his PhD in September 2010 at UH, and will start working as a

postdoc at UCL from October on.

These types of postdoc positions are very interesting for the network, as it stimulates interac-

tions among the different groups.

Several members of the network are members of PhD guidance committees of PhD students at

other universities in the network. A list of PhD theses currently in preparation in the network can

be found on the website:

http://www.stat.ucl.ac.be/IAP/PhaseVI/research_theses.html

The list mentions (among others) which members of partner universities of the network take part

in the PhD committee. This participation is a very useful way to get familiar with the research

carried out at other groups of the network. The website also contains a list of defended theses in

the network since 2007.

3.2 Added value gained through the network

The whole overview report reflects the high added value gained through the network. The re-

searchers of the network are sometimes faced to similar problems but in different fields. An exam-

ple is given by the use of copulas as a key tool to deal with dependencies, and variable selection /

sparseness methods to deal with high-dimensional data. They are proved to be useful and popular

in many workpackages. In this respect, each partner clearly benefits from the expertise of the

whole network.

The list of working groups (Section 3.1.4) illustrates other common scientific concerns between

the members of the network. Overall, the network is in a unique position since it brings to-

gether researchers and hence methods from biostatistics, mathematical statistics, econometrics

and psychometrics. This is testified, for example, by the frailty working group (biostatistics and

http://www.stat.ucl.ac.be/IAP/PhaseVI/research_theses.html
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mathematical statistics, UG, UH, KUL-2, UCL, ...), by the work in WP2 on time series, which

brings together mathematical statisticians and econometricians, and by the mixtures, mixed, and

missing-data related interactions (WP3 and WP4), where psychometrics and biostatistics have

come together.

The network also leads to a significant increase of the research activities in statistics in Belgium.

To support this point, a large number of high level courses offered in Belgium were organized thanks

to the network. Students from all universities of Belgium (and sometimes from abroad) participated

to these courses. We can say that the network pushed the Belgian statistical community to a more

active and a more visible situation.

KUL-2 and UH have a strong, integrated collaboration in the field of biostatistics and statistical

bioinformatics. It has led to the foundation of a joint research institute, termed Interuniversity

Institute for Biostatistics and statistical Bioinformatics (I-BioStat). This is, in part, an outgrowth

of strong joint research in the context of WP3 and WP4. Without exaggeration, it can be stated

that the network has strongly facilitated such an integrated structure.

KUL-1 acquired a new GOA with a major emphasis on a broad range of statistical models

with a tight relation to WP2, 4 and 5 (2010-2014, 1.4 million e). Moreover, KUL-1 and KUL-2

are partners in a project for Strategic Basic Research on an algorithmic framework for integrative

modeling in systems biology (2007-2011) that is of immediate relevance for WP5.

Members of the KUL-1 team of the Mathematics Department have become partners in an

IWT-innovation project, in which their expertise in flexible and robust regression modeling and

variable selection is sought for. This expertise is closely related to many topics in workpackages

WP1 and WP5.

Another important added value gained through the network are the new interuniversity collab-

orations that are set up due to the existence of the network. A most rewarding situation is to have

IAP-researchers spending part of their time at one university and another part at another univer-

sity of the network, while working on one joint project for the whole period. Experiences of this

kind have been realized by the KUL-1 partner and the UH partner who worked on joint research

projects with joined postdoc M. Omelka and F. Abegaz. These collaborations so far resulted in one

published paper (in the Top 10 journal The Annals of Statistics), two submitted papers (technical

reports), one paper that is to-be-submitted soon, and one manuscript in preparation.

3.3 Circulation of information in the network

The above joint scientific activities constitute an important way to facilitate the circulation of

information in the network. Apart from these activities, the network also developed a set of tools

for this task. These are listed below.

• Website

All activities of the IAP-statistics network can be followed very closely from our website

which was created in January 2002, during phase V of the network. The address of the

website is

http://www.stat.ucl.ac.be/IAP/PhaseVI.

http://www.stat.ucl.ac.be/IAP/PhaseVI
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The website contains e.g. the following information :

– Our logo

– Call for applications

– Description of the project

– List of scientific personnel working under the IAP project

– List of IAP members and their email addresses

– List of visitors

– Research activities (workshops, meetings, seminars, short courses,...)

– Defended theses and theses in preparation

– Downloadable technical reports, list of publications and books written my members of

the network

– Annual reports and reports of scientific meetings

– Contact details

– Link to the website of Phase V of the network

• Technical Reports and Publications Series

Two series, available via the website

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication.html,

report on the scientific results obtained within the IAP-statistics network: the Technical

Report Series and the Publications Series.

The Technical Reports Series groups all papers written under the IAP-statistics network.

For each paper the title and authors are given and the pdf file of the paper is provided (in

most cases). Each paper in this series has been submitted for publication in an international

journal.

Once a paper has been accepted for publication in an international journal and has been

printed, it is listed in the IAP-statistics Publications Series, which mentions for each paper

the title, authors and precise reference.

The following table reports the number of written papers for each publication series :

2007 2008 2009-2010∗

Technical Reports 85 77 109

Publications 222 242 253∗∗

(* until April, 30th)

(** the exact number of publications will probably be somewhat higher, since for a number

of papers the date of publication is not known yet).

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication.html
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It is worth mentioning that the number of joint publications is increasing year after year.

Starting with 10 joint papers in 2002 (under Phase V of the network), the network produced

a total of 37 joint papers in 2007 (all types of papers confounded), 52 in 2008 and 75 in

2009 (without counting the papers that appeared so far in 2010). This evolution is visually

represented in Figure 2.
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Figure 2: Evolution of the number of joint papers written in the network.

• B-Stat News

This journal is the official journal of the Belgian Statistical Society. The major events orga-

nized within the IAP network are announced in this journal.

• Mailing list

An announcement of the events organized by the IAP are sent by e-mail to all members of

the IAP network.

3.4 Functioning of the follow-up committee

The follow-up committee is composed of Tom Snijders (University of Groningen and Oxford Uni-

versity), Anthony Davison (EPFL, Lausanne) and Ursula Müller (University of Dortmund).

The follow-up committee stays informed of the activities of the network by means of the annual

reports of the network. It also plays an important role during the administrative meetings. These

meetings took place on

- 29 November 2007 at UCL

- 19 September 2008 in Ghent during the annual workshop organized by UG

- 26 March 2009 at UCL

- 19 November 2009 in Leuven during the annual workshop organized by KUL-2.
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During these meetings the committee has been informed about the latest research developments

and the administrative evolution of the IAP network. Members of the follow-up committee made

several invaluable suggestions for a further strengthening of the network, including the suggestion

to organize a few more short courses. This suggestion appeared to be most useful, taking into

account the success of, for instance, the most recent short course on Bayesian data analysis.
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4 Position of the IAP network

4.1 Cutting-edge research

4.1.1 Scientific highlights of the network

The network has been very active in making important scientific contributions in many areas of

statistics : longitudinal data, mixed models, frontier models, censored data, classification models,

nonparametric regression, time series, semiparametric models, etc. We list below a selection of

important examples of these scientific highlights.

• Incomplete data and sensitivity analysis

WP3 has contributed to number of high-profile references. The book by [450] promotes the

proper use of methodology for incomplete data in the context of clinical studies and, more

broadly, in settings with life sciences data. It synthesizes a large amount of work undertaken

by the members of WP3, as well as methods from other international schools. It ranges from

critiques on simple methods, via the promotion of broadly valid yet easy-to-use state of the art

methods, to finally sensitivity analysis tools. In the book by [1713], several chapters, written

by world renowned experts, are devoted to incomplete data and sensitivity analysis. [1551]

devote a lot of attention in their book to missing data issues in clinical trials. [416] wrote a

monograph sponsored partly by the UK National Health Service Coordinating Committee for

Research Methodology. This monograph develops and expounds methods for the analysis of

longitudinal clinical trial data with dropout. It covers methods for continuous and discrete

data, including sensitivity analysis. [1620] is a handbook on non-response in longitudinal

studies. In a related fashion, several contributions have been made to encyclopedias and other

reference works, such as by [451], who provide a general overview of the missing-data field.

[1664] contributed a chapter to the Handbook of Epidemiology on incomplete data. Also,

discussion contributions have been produced, including by [453], at the occasion of a paper

by Peter Diggle (Lancaster University) and colleagues, which discusses existing missing-data

methodology and offer further classification schemes. To add to these efforts [307] wrote an

editorial to the Journal of the Royal Statistical Society, Series A, dedicated to the state-of-

the-art and future directions of research in incomplete data. [1698] wrote an invited review

for the Japanese statistical journal. Similarly, [1469] and [1470] wrote an invited contribution

about incomplete data in clinical trials, with discussion. Conversely, [1696] wrote a discussion

contribution to a work by Lee and Nelder on unobservables, including missing data. [1453]

prepared an invited review about analysis and sensitivity analysis of incomplete data. [1682]

discuss the Points to Consider Document on Missing Data, as adopted by the Committee

of Health and Medicinal Products (CHMP). In 2007, the CHMP issued a recommendation

to review the document, with particular emphasis on summarizing and critically appraising

the pattern of drop-outs, explaining the role and limitations of the last observation carried

forward method relative to the use of mixed models. The initiative was taken by a working

party of the organization, Statisticians in the Pharmaceutical Industry. [1627] offer a tutorial

on handling incomplete data in the context of survival analysis.



4.1 Cutting-edge research 80

• Frailty models

The research undertaken by the frailty model workgroup, with contributions of most of the

partners of this IAP network, has led to the development of new techniques (with papers in,

for instance, Biometrics, JABES, JSPI, Am. Statistician, and JRSS C), which makes that the

group is considered to be one of the major research groups on frailty models internationally.

This is emphasized further by the publication of the standard work on frailty models, entitled

‘The frailty model’, published by Springer Verlag, and authored by L. Duchateau and P.

Janssen.

• Modeling dependencies through copulas

Regarding modeling dependencies via copulas there is a large and very important output in

the network. Fundamental theoretical contributions were obtained by several members of the

network, including members from KUL-1, UHasselt and UCL, and published in top journals.

An example is the joint paper by members I. Gijbels (KUL-1), N. Veraverbeke (UH) and

M. Omelka (postdoc IAP, KUL-1 and UH) published in The Annals of Statistics. Copula

functions are also used in many application areas covered by the network. The research on

copulas is on the forefront of research in that field worldwide.

• Flexible modeling and regularization techniques.

When analyzing complex data, flexible modeling is a key issue. An interesting method that

allows for such a flexible modeling are P-splines. Several members of the network (e.g. KUL-

1, UJF, Utrecht) have made seminal contributions to the research area, including for example

data-driven choices of the penalty function, flexible modeling of mean and variance/dispersion

functions, and variable selection methods. The methods developed on estimation of mean

and dispersion function, in an extended generalized linear models setup are among the first

to be able to deal with over dispersed as well as under dispersed data, and even crossovers

between the two situations. The research currently carried out on variable selection and

additive modeling opens very interesting new research perspectives.

• Frontier estimation

The use of nonparametric frontier models remains a hot research topic in efficiency and pro-

ductivity analysis because they rely on very few behavioral assumptions. Statistical inference

covers now most of the underlying economic models (assumptions on returns to scale, etc.)

and the theory behind the bootstrap is now translated in efficient and easy to implement

algorithms. Extensions have been proposed which allow to handle noise on the data, to con-

dition on environmental variables and to be robust to extremes and outliers. The links with

extreme value theory allowed to extend previous asymptotic results on nonparametric fron-

tier estimators but also provided new estimators of the frontier function having asymptotic

normal distributions. The asymptotics for conditional efficiency scores has also been pro-

vided, with appropriate bandwidth selection procedures. Many papers were published in the

best journals ranging from theoretical statistics, theoretical econometrics but also to more

applied papers in the field (Journal of Econometrics (5), Annals of Statistics (1), Bernoulli

(1), Journal of Statistical Planning and Inference (1), Econometric Theory (2), Econometric
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Review (2), Journal of Applied Econometrics (1), Journal of Productivity Analysis (5), An-

nals of Operations Research (1) and European Journal of Operational Research (1)). Some of

these methods were also presented in a book published at Springer, New-York (Daraio and

Simar, 2007). L. Simar was also invited, as Quality Manager, to join an European project

(EUMIDA) to build micro-data on the activities of European Universities. The idea will be

in a second phase to implement these methods to facilitate the relative positioning of the

European universities.

• Non- and semiparametric regression with censored data

Lots of research has been done by the UCL and UH partner in the context of semi- and

nonparametric regression with censored data. This is considered as an important research

area, as in many practical situations the classical Cox and accelerated failure type models

are too restrictive. In particular, research has been carried out in the context of generalized

conditional linear models with censored data, nonlinear regression with censored data, semi-

parametric transformation models, nonparametric regression with dependent censored data,

goodness-of-fit tests for parametric and semiparametric models in multiresponse regression,

single index regression models in the presence of censoring, etc.

• Inference for semiparametric Z-estimators

The UCL partner has made lots of progress on inference and asymptotics for semiparamet-

ric estimation problems, in particular for estimators that can be written as approximate

Z-estimators. The UCL has also collaborated with the USC and UH partner on this type

of problems. The methodology for this type of estimators has been applied to a number

of novel research ideas, coming from a broad range of areas in statistics (copula estimation

in nonparametric regression, semiparametric regression with missing data, semiparametric

transformation models, comparison of semiparametric backfitting and profiling procedures,

semiparametric location-scale regression models, ...). The asymptotics for this type of esti-

mators is often highly complex, especially when the criterion function is non smooth in the

nonparametric component of the model.

• Nonparametric location-scale models

The study of nonparametric location-scale models remains an important research area in the

network, especially for the UCL, USC and UH partners. During Phase VI of the network, a

wide range of testing problems has been studied in this model, like (among others) goodness-

of-fit tests for the mean and variance function based on the comparison of two estimators of

the error distribution (one obtained under the null hypothesis and one under the alternative),

tests for the independence between the error and the covariate in this model, change-point

tests and the comparison of regression curves. Moreover, the nonparametric location-scale

models have also been studied in the presence of censored successive survival times and when

the response variable is subject to selection bias. Finally, the estimation of conditional ROC

curves has been investigated, copulas have been used to model the (possible) relation between

the error and the covariate in the model, and the important extension to multiple regression

has been developed. The latter result offers a wide range of possibilities for further research,
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since so far all results developed in the literature were restricted to one-dimensional covari-

ates, the case of more-dimensional covariates being in fact substantially harder to analyze

theoretically.

• Robust model selection

Large datasets are often of unequal quality which leads to outliers and other data anoma-

lies. Building reliable models from such data sets is a challenging task of great importance.

The problem of robust model selection appears in all multivariate analysis settings, such as

regression, classification and clustering. The selected models have to be stable on the one

hand and obtained in a reasonable amount of time on the other hand. The UG team (S. Van

Aelst) together with international collaborators have developed and studied several robust,

computationally efficient procedures to select stable models in regression and clustering con-

texts. This research has led to publications in high quality journals such as the Journal of

the American Statistical Association, the Journal of the Royal Statistical Society-Series B,

and Computational Statistics and Data Analysis.

• Robustness in high-dimensional data

The standard robustness model of regular (clean) and contaminated observations becomes

less realistic and useful in high-dimensional data settings. In such settings there are too

few observations to discard whole observations when only few of their components are con-

taminated. On the other hand, one can not assume that there is a majority of completely

regular observations without anomaly in any of its components. The UG team (S. Van Aelst)

together with international collaborators have proposed new contamination models for high-

dimensional data and shown the lack of robustness of the current high-breakdown robust

methods under this new framework (published in Annals of Statistics). This shows the need

to develop new methods that yield robust results when analyzing high-dimensional data.

• Data fusion

As a consequence of our information society, not only more and larger data sets become

available, but also data sets that include multiple sorts of information regarding the same

system. Such data sets can be denoted by the terms coupled, linked, or multiset data, and the

associated data analysis can be denoted by the term data fusion. The KUL-1 team (along

with international partners) has contributed significantly to this challenging area through

the development of novel models, through the study of model interrelations (which are of

utmost relevance in model selection), and through the study of various strategies for optimally

integrating information from various linked data blocks (that may differ in size, amount of

noise, redundancy, relatedness to other blocks etc.). This work, which resulted in several top

journal papers, meets a broad need as nowadays problems of data fusion are ubiquitous in

many research disciplines.

4.1.2 Perspectives

Each of the results described above gives a (partial) answer to an important research question. In

many cases, there are however still a lot of unsolved related questions, which definitely deserve and
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require further close attention in the near future. The following list of research topics is meant to

give an idea of the research questions the network members plan to work on during the coming

years.

• Frailty models

There are still quite a few open problems related to multivariate survival data. First, there

is still the need for diagnostic tools (aptness of the model), very few such tools are available.

Secondly, many of the existing statistics to summarize data, such as Kendall’s tau and the

cross-correlation coefficient, are derived from bivariate survival data, mostly from a point of

view of the copula model. This warrants extension to a multivariate setting. The correlated

frailty model -as compared to the shared frailty model- is extensively used in the genetic

analysis of twin data. These models should be extended to more dimensions than the bivariate

case, as also in higher dimensions the need arises to have different correlations between the

different members in a cluster. Finally, also new correlation structures need to be adopted in

the frailty model context to describe and model spatial survival data. Only a limited amount

of research has been done up to now on spatial survival data analysis in the context of the

frailty model.

• Modeling dependencies through copulas

Semiparametric modeling of conditional copulas is a very interesting open research avenue.

Through such modeling the influence of covariates on the dependence structure between two

variables can be modeled in a flexible way, allowing to capture many interesting dependencies

in applications, but at the same time referring to important classes of copula functions.

In addition, this framework allows to testing for the null hypothesis that the dependence

structure between the two variables does not depend on the covariates. This issue is of

importance in many applications. Tackling such testing problems is an unchartered area.

• Flexible modeling and regularization techniques

A lot of experience has been gained in the last year with using P-splines regression tech-

niques in powerful variable selection procedures. Such procedures aim not only at selecting

the significant variables among a large set of variables, but at the same time come up with

a nonparametric estimation of the impact that these selected variables have on the variable

of interest. In other words, the statistical procedures should be estimation consistent as well

as selection consistent. Crucial is thus to make appropriate selection of the regularization

parameters such that both tasks – estimation and selection – are done properly. This requires

a selection criterion that in fact focuses on both goals – estimation and selection – simulta-

neously. This is a challenging open question. Another challenging issue is how to robustify

the developed variable selection procedures, so that the influence of aberrant observations

can be diminished.

• Frontier estimation

In nonparametric frontier estimation the bootstrap is the only way to implement statistical

inference in practice. Subsampling techniques provide a very appealing approach where the

subsample size can be determined by data driven techniques. This has now to be implemented
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for most of the testing problems that are of interest for the economists (convexity of the

production set, returns to scale, separability, technical changes, etc.). The link with extreme

value theory opens new perspectives of deriving new (regularized) frontier estimators being

robust to extreme and outliers and having simple asymptotic normal distribution. The

pointwise results obtained so far should be extended to cases where regularity of the frontier

function should help in deriving estimators with even better properties. Introducing noise in

the nonparametric frontier models remains a challenging issue: this is linked to deconvolutions

problems. We will investigate new methods allowing to identify, under a minimal set of

assumptions, noise from the signal (inefficiencies). Again here, partial frontiers (quantile

and order-m frontiers) could be very useful because they rely on statistical objects (survival

functions) which are easier to estimate than the boundary of the support of the observed

variable. Then in a second stage the inherent bias introduced by these partial frontiers could

be removed. The use of these partial frontiers should also be extended in order to define

more general directional distance functions (and not only radial distances).

• Inference for semiparametric M- and Z-estimators

There are still many open problems in the area of semiparametric M- and Z-estimation. The

theory for M-estimators is useful whenever the criterion function is not differentiable, in

which case an M-estimation problem cannot be reduced to a Z-estimation problem by taking

the derivative of the criterion function. It would therefore be very useful to develop a general

theory for this class of estimators. This theory will open new horizons for a wide variety

of problems in semiparametric statistics. There are other related problems on which only

limited or no research has been done so far, and which should be able to tackle with the

expertise built up over the last years. These include inference for semiparametric conditional

Z- and M-estimation problems, the use of sieves to estimate jointly the parametric and the

nonparametric component in a general semiparametric model, the case where the dimension

of the parameter vector in a semiparametric model grows with the sample size, inference for

semiparametric models by means of empirical likelihood, etc.

• Nonparametric location-scale models

As mentioned in Section 4.1.1 lots of work on nonparametric location-scale models remains

to be done. The recently obtained extension to the case of multiple regression opens lots

of perspectives for further research. For instance the study of semiparametric location-scale

models, based on e.g. a partial linear or single index structure for the regression and/or

scale function are now possible. Another topic of further interest to the network is the use

of nonparametric location-scale models to estimate the frontier function in a more accurate

way. Finally, it is planned to study the location-scale models in the context of mixed effects

model, opening in this way an interesting bridge between WP1 and WP4.

• Robust model selection

For only a few multivariate models computationally efficient and robust model selection

procedures have been developed. There still remains a lot of work to develop such methods

for other multivariate models, such as classification models. Moreover, the current methods

are not yet optimal. There is still a lot o room for improvement.
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• Robustness in high-dimensional data

This important area of research has just emerged by showing that the standard robust meth-

ods fail in realistic high-dimensional contamination models. The next step is to develop

methods that are robust according to these high-dimensional contamination models.

• Dimension reduction in high-dimensional data and data fusion

Classical dimension reduction techniques, along with their typically very insightful graphi-

cal representations, often break down in situations with very high-dimensional data (which

nowadays show up often in statistical practice). This implies the intriguing challenge of devel-

oping novel types of custom-made reduction approaches, such as methods that imply multiple

nested types of (categorical and dimensional) reductions, and variable selection/sparseness

techniques applied to new statistical areas such as that of data fusion.

4.1.3 Recognition/critical mass

The IAP network has built up over the last years an important recognition at national and inter-

national level. This recognition is the result of (1) the fact that the network is getting well known

in Belgium and abroad; (2) successful collaborations between members of the network; and (3)

important contributions/achievements of individual members of the network. The following list

demonstrates this recognition by means of a number of examples.

1. Actual position of former PhD students.

Many of the PhD students in the network have obtained after their PhD postdoctoral or

academic positions. The following list gives an impression of their present positions.

• Carlos Almeida (UCL): postdoctoral researcher at the University of Münich

• Katrien Antonio (KUL-1): assistant professor, University of Amsterdam

• Johan Braeken (KUL-1): assistant professor at Tilburg University

• Frank Coopman (UG): assistant professor at Artevelde Hogeschool

• Michiel Debruyne (KUL-1): lecturer, Antwerp University

• Anouar El Ghouch (UCL): assistant professor at UCL

• Gery Geenens (UCL): assistant professor at University of New South Wales (Australia)

• Giovanni Motta (UCL): postdoctoral researcher at Maastricht University

• Ella Roelant (UG): part-time lecturer at University of Newcastle

• Jan Schepers (KUL-1): assistant professor at Maastricht University

2. Actual position of former postdocs.

The postdocs who have worked under the IAP-network, often found academic positions

afterwards:

• Isabel Casas (KUL-1): postdoctoral researcher at Aarhus University

• Eva Ceulemans (KUL-1): assistant professor at KUL-1
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• Rosa Crujeiras-Casais (UCL): assistant professor at USC

• Tijl De Bie (KUL-1): lecturer at University of Bristol

• Laurent Delsol (UCL): assistant professor at Université d’Orléans

• Beatrijs Moerkerke (UG): assistant professor at UG

• Marek Omelka (KUL-1 and UH): assistant professor at Charles University Prague

3. Important points of recognition of network members.

A number of members of the network have obtained important prizes, medals, elected fel-

lowships, lectureships, etc. These points of recognition contributed in a large extent to the

building of an important recognition of the network.

• The network has been involved in two Belgian Francqui chairs for the academic year

2008–2009. T. Snijders (member of the follow-up committee) is recipient of a chair

awarded to KUL-1. G. Molenberghs (UH) is recipient of a chair awarded to the Univer-

sity of Antwerp.

• L. Simar (UCL) has held the ‘Chaire d’Excellence Pierre de Fermat’, Université Toulouse

I (2008-09), which is a prestigious research chair financed by the ‘Conseil Régional de

Midi-Pyrénées’.

• I. Van Keilegom (UCL) obtained in 2008 an important five-year grant from the ERC

(European Research Council) under the European Community’s Seventh Framework

Programme. The grant (750,000e), which is on ‘M- and Z-estimation in semiparametric

statistics: applications in various fields’, was obtained after a competitive selection

(success rate over the whole of Europe: 2.5 %). In 2008, she also received Elected

Fellowship of the IMS (Institute of Mathematical Statistics).

• R. von Sachs (UCL) received Elected Fellowship of the IMS (Institute of Mathematical

Statistics) in 2009.

• E. Lesaffre (KUL-2) received Elected Fellowship of the American Statistical Association,

for his work on hierarchical, complex data, approached from a Bayesian angle.

• G. Molenberghs (UH) is Member of the National Academy of Sciences (U.S.) Oversight

Committee on the ‘Handling of Incomplete Data in Clinical Trials’, an initiative taken

by the U.S. Food and Drug Administration. He is also the Belgian representative of the

Steering Committee for the EU sponsored program ‘Quantitative Methods in the Social

Sciences’, thereby building a bridge between various working packages.

• G. Verbeke (KUL-2) is International Representative on the Board of Directors of the

American Statistical Association.

• G. Molenberghs (UH) and G. Verbeke (KUL-2) received, for the third time, the Excellence-

In-Continuing-Education Award for 2008, for their joint short course ‘Models for discrete

repeated measures,’ taught on August 5, 2008, at the Joint Statistical Meetings in Den-

ver, U.S.A.
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• I. Van Mechelen (KUL-1) has been elected President of the International Federation

of Classification Societies (IFCS), the worldwide federation of national, regional, and

linguistically-based societies for research on (unsupervised and supervised) classification

methods (2010-2011 President-elect, 2012-2013 President, 2014-2015 Past President).

4. Editorships/associate editorships of network members.

A number of members of the IAP network have contributed to the international recognition of

the network, by accepting editorships/associate editorships of important journals in statistics.

• G. Verbeke (KUL-2) is former editor of the Journal of the Royal Statistical Society,

Series A and current editor of Biometrics.

• G. Molenberghs (UH) is former editor of Biometrics and current editor of Biostatistics.

• S. Van Aelst (UG) is associate editor of Journal of Statistical Planning and Inference

(2006-) and Computational Statistics and Data Analysis (2007-). For the latter journal

he was guest editor for a special issue on Machine Learning and Robust Data Mining

in 2007 and for a special issue on Variable Selection and Robust Procedures that will

appear in 2010.

• I. Van Keilegom (UCL) is associate editor of Annals of Statistics (2007-), Scandina-

vian Journal of Statistics (2004-), Annals of the Institute of Statistical Mathematics

(2006-), Statistics and Probability Letters (2007-) and International Journal of Bio-

statistics (2008-).

• L. Simar (UCL) is associate editor of Journal of Productivity Analysis.

• J. Segers (UCL) is/was associate editor of Journal of the Royal Statistical Society -

Series B (2005-2009), Bernoulli, Stochastic Processes and Their Applications, Advances

in Applied Probability, and Journal of Applied Probability.

• C. Legrand (UCL) is associate editor of Biometrics.

• I. Gijbels (KUL-1) is/was associate editor of Annals of Statistics (2004-2009), Journal of

Computational and Graphical Statistics (2000-) and Journal of Nonparametric Statistics

(2010-).

• M. Hubert (KUL-1) is associate editor of Computational Statistics & Data Analysis and

Technometrics.

4.2 International role

4.2.1 Collaboration with the European partners

The added value of having the European partners in the network is clear and important. The

European partners have been chosen for their international recognized expertise in the topics

studied in the network. They have clearly demonstrated and shared their expertise with the

network members through scientific collaborations, organization and participation to workshops

and meetings of the network, mutual visits between the European and the Belgian partners, etc.
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Thanks to the network, the contact and collaboration with the European partners has certainly

risen to a much higher level than before.

The scientific collaboration with the European partners has been very diverse and intensive :

• KUL-1 and UJF have a longstanding history of successful collaboration. Within Phase VI this

collaboration has been extended to several new topics, including regularization techniques

for varying coefficient models, variable selection within the context of mixture models, and

sparseness techniques within the context of component and unfolding models. Moreover, the

previous collaborations have also been extended to several new members of both universities

(e.g., S. Lambert-Lacroix, K. Van Deun, and A. Verhasselt) .

• KUL-2, UCL and UU have collaborated on B-spline models and Bayesian inference procedures

motivated by and applied to a variety of problems coming from medicine and dental research.

• UCL and USC have extensively collaborated on topics at the heart of WP1 and WP3, like

e.g. on empirical likelihood procedures, goodness-of-fit tests, nonparametric location-scale

models, and ROC curves in the presence or absence of censored data. Recently, collaborations

started on semiparametric random effects regression models, which have a strong link with

WP4.

• UH, KUL-2, UG and LSHTM have collaborated extensively on incomplete data and sensi-

tivity analysis, situated within the theme of WP3. The same partners have contributed to

work on hierarchical data, through mixed models and beyond, the theme of WP4.

More details about the collaborations with and the visits to the European partners can be

found in Sections 3.1.4 and 3.1.6.

4.2.2 International activities

Many members of the network have been very active on international level, by participating in Eu-

ropean and international research networks, giving important invited presentations at conferences,

giving short courses, collaborating with researchers from all over the world, organizing international

symposia, etc.

1. Participation in European and international research networks

• The European partner USC (W. González Manteiga) is principal investigator and UCL

(I. Van Keilegom) is co-investigator of the grant ‘Metodologia y aplicaciones en es-

tadistica semiparametrica, funcional y espacio temporal’ from the Spanish Ministerio

de Educación y Ciencia.

• L. Simar (UCL) is Quality Manager for the EUMIDA (European Universities Micro

Data) Consortium. This consortium, which is led by the University of Pisa, has been

appointed by the European Commission (DG Research, DG Education and Culture and

EUROSTAT) to explore the feasibility of building a consistent and transparent Euro-

pean statistical infrastructure at the level of individual higher education institutions.

The goal is to provide these institutions and policy makers with relevant information
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for the benchmarking and monitoring of trends for modernization in higher education

institutions. EUMIDA will propose a sustainable infrastructure for collecting data on a

regular basis, develop the methodological components and build up a complete census

of EU higher education institutions.

• S. Van Aelst (UG) is member of the ‘European Research Consortium for Informatics

and Mathematics’ (ERCIM) working group on Computing & Statistics and co-chair of

the track on Robust Analysis of Complex Data Sets.

• S. Van Aelst (UG) is research member of the ‘European Science Foundation’ (ESF)

COST project on ‘Combining Soft Computing Techniques and Statistical Methods to

Improve Data Analysis Solutions’ (Action IC0702 - SoftStat).

2. Important invited presentations at conferences

The following list contains a number of examples of important invited presentations given by

members of the network.

• G. Molenberghs (UH) has given the following important keynote and inaugural lectures:

– Inaugural lecture on ‘The applied statistical scientist in a high-profile academic

environment’ at the Faculté Universitaire de Gembloux on April 18, 2007.

– Keynote lecture on ‘The meta-analytic framework for the evaluation of surrogate

endpoints in clinical trials’ at the Pharma Statistics Conference, Johnson & Johnson

Pharmaceutical Research and Development, Titusville, New Jersey on September

26, 2007.

– Closing lecture on ‘The applied statistical scientist in a high-profile academic envi-

ronment’ at the IV Meeting of the Central American and Caribbean Region of the

International Society and IV Colombian-Venezuelan Statistical Meeting, Margarita

Island (Venezuela) on October 5, 2007.

– Inaugural lecture on ‘The applied statistical scientist in a high-profile academic envi-

ronment’ on the occasion of the reception of the Belgian Francqui Chair, University

of Antwerp on February 23, 2009.

– Series of lectures, on the occasion of the reception of the Belgian Francqui Chair,

University of Antwerp on March 5, 12, 26 and 30, 2009.

– Invited lecture on ‘Longitudinal and incomplete data in clinical studies’ at the

Biometric Seminar, Osaka (Japan) on July 8, 2009.

• G. Verbeke (KUL-2) has given an invited lecture in the Biometrics Showcase Session at

the International Biometric Conference, Dublin, Ireland, July 13-18, 2008. In addition,

he has given important invited presentations at the Joint meeting of the Western North

American Region of The International Biometric Society and the Institute of Mathemat-

ical Statistics, Portland (June 14-17, 2009), at the Third Annual Clinical Forum, Nice

(October 19-21, 2009) and at the Spring meeting of the Eastern North American Region

(ENAR) of the International Biometric Society, New Orleans (March 21-24, 2010).

• Between 2007 and 2010, I. Gijbels (KUL-1) was invited speaker at several international

conferences and presented seminars on invitation in various countries.
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• I. Van Mechelen (KUL-1) has given invited lectures at various international confer-

ences including COMPSTAT, meetings of the Gesellschaft für Klassifikation, and the

Convention of the Association for Psychological Science.

• L. Simar (UCL) was keynote speaker at the 15th Annual Meeting of The Belgian Statis-

tical Society, which took place on 18-20 October 2007 at the University of Antwerp, He

was also keynote speaker and member of the scientific committee of the 11th European

Workshop on Efficiency and Productivity Analysis, which took place on 26-29 June 2009

in Pisa, Italy.

• R. von Sachs (UCL) has given an invited talk at the symposium ‘Wavelets in the presence

and in the future; in the honor of Ingrid Daubechies’, May 27, 2008, University of

Hasselt.

• I. Van Keilegom (UCL) will be keynote speaker at the ‘Stochastics Meeting Lunteren’.

the annual meeting of Dutch mathematical statisticians and probabilists, which will take

place on 15-17 November 2010. She has also been an invited speaker at 12 international

conferences in 2007, 2008 and 2009, and presented 19 seminars on invitation in various

countries during this period.

3. Short courses

• Centered around the themes of WP3 and WP4, G. Verbeke (KUL-2) and G. Molen-

berghs (UH) have given about 50 short courses, around the world (Belgium, the Nether-

lands, France, Switzerland, Denmark, the United Kingdom, Spain, the United States

of America, Cuba, Venezuela, Uruguay, Argentina, Brazil, Mozambique, South Africa,

and Japan). Some examples:

– ‘Models for repeated discrete data’, International Workshop on Statistical Modeling,

Barcelona (Spain), July 1, 2007

– ‘Models for longitudinal and incomplete data’, 73rd Annual meeting of the Psycho-

metric Society, Durham (U.S.A.), June 29, 2008

– ‘Models for discrete repeated measures’, Joint Statistical Meetings, Denver (U.S.A.),

August 4, 2008

– ‘Models for discrete repeated measures’, Joint Statistical Meetings, Washington DC

(U.S.A.), August 2, 2009

• Members of the KUL-1 group organized and taught a short course on ‘A nonlinear

mixed models approach to IRT’ at the National Council on Measurement in Education

(NCME), San Diego (April 12, 2009) and New York (March 24, 2008).

• L. Simar (UCL) has given the following short courses since 2007 :

– short course on ‘Efficiency Analysis: the econometric approach’ at the University

of Bologna (Italy) on 24-29 April 2008

– summer school on ‘Advanced Quantitative Methods: Applied Multivariate Data

Analysis, Bootstrapping and Productivity/Efficiency Measurements’ at the Univer-

sità di Pisa (Italy) on 6-12 July 2008
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– course on ‘Introduction to the Bootstrap with Applications in Econometrics’ at

University of Bologna (Italy) on 14-16 April 2009

– course on ‘Bootstrap, Panacea for Statistical Inference?’ at Università di Verona

(Italy) on 20-23 April 2009

• I. Van Keilegom (UCL) has given a short course on ‘Inference for semiparametric Z-

estimators’ at Indiana University (February 2010) and at the Toulouse School of Eco-

nomics (April 2010). She will also give this short course in August 2010 during the

European Meeting for Statisticians in Piraeus (Greece).

• L. Duchateau (UG) and P. Janssen (UH) gave a short course on frailty models at the

Erasmus University Medical Center Rotterdam in October 2009.

• In the COMISEF - COST (Action IC0702 - SoftStat) Tutorial on Statistical Model

Selection, organized in Cyprus, 26-28 October, 2009, S. Van Aelst (UG) gave the part

on ‘Robust strategies and model selection (including R hands-on session)’.

4. Important international collaborations

Many network members are very active on international level. Some example of the most

important international collaborations are mentioned below.

• WP1 : Research projects on WP1 have been carried out in collaboration with R. Carroll

(Texas A & M University), J.-P. Florens (University of Toulouse), P. Hall (University

of Melbourne), J. Einmahl (University of Tilburg), P. Wilson (Clemson University), B.

Park (University of Seoul), A. Daouia (University of Toulouse), C. Genest (Université

Laval), R. Zamar (University of British Columbia), A. Delaigle (University of Bristol

and University of Melbourne), L.-A. Garcia-Escudero (University of Valladolid) (among

others)

• WP2 : Research activities for this workpackage have been conducted in collaboration

with (among others): O. Linton (London School of Economics), J. C. Escanciano (In-

diana University), R. Dahlhaus (University of Heidelberg), E. Mammen (University of

Mannheim), J. Gao (University of Adelaide), B. Basrak (University of Zagreb), M. Lee

(University of California), J. Rouder (University of Missouri)

• WP3 : Research cooperations have been conducted with R. Cao (University of La

Coruña), N. Hjort (University of Oslo), S. Chen (Iowa State University), L. Wang (Uni-

versity of Minnesota), V. Ducrocq (INRA, France), A. Wienke (Halle University) and

D. Harrington (Harvard School of Public Health), I. McKeague (Columbia University)

(among others)

• WP4 : Research projects on WP4 have been carried out in collaboration with G. Fitz-

maurice (Harvard School of Public Health), M. Davidian (North Carolina State Univer-

sity), C. Demetrio (Escola Superior de Agricultura, Priacicaba, Brazil) (among others).

• WP5 : Research activities for this workpackage have been conducted in collaboration

with (among others): M. Salibian-barrera (University of British Columbia), V. Yohai

(University of Buenos Aires), R. Zamar (University of British Columbia), A. Gelman
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(Columbia University), H. Kiers (University of Groningen), A. Smilde (University of

Amsterdam)

5. Organization of international symposia

Apart from the international workshops the network organizes on a yearly basis (see Sec-

tion 3.1.1 for more details), members of the network had important responsibilities in the

organization of some international symposia. We list here some examples.

• KUL-1 (I. Gijbels) and G. Claeskens organized a Leuven Statistics Day on ‘Semi- and

Nonparametric Statistical Analysis and Smoothing Techniques’, KULeuven, May 25,

2007.

• R. von Sachs (UCL) co-organized the International Workshop on ‘Recent Advances in

Time Series Analysis’, which took place on June 8-11, 2008 in Protaras (Cyprus).

• S. Van Aelst is/was co-chair of the First, Second and Third Workshop of the ERCIM

Working Group on Computing & Statistics, which took (will take) place in Neuchâtel

(Switzerland) on June 19-21, 2008, in Limassol (Cyprus) on October 29-31, 2009 and in

London on December 11-13, 2010 (respectively).

• On November 5-7, 2008, the ‘International Seminar on Nonparametric Inference’

(ISNI2008) took place in Vigo, Spain. The meeting was co-organized by the Euro-

pean partner of Santiago de Compostela under the heading of the IAP network. Three

members of the IAP network, as well as A. Davison (member of the follow-up commit-

tee) gave invited lectures on this meeting. Many members of the network participated

to this meeting (especially from UCL, UH and UJF).

• The KUL-1 team of I. Gijbels was main organizer of an international conference on

‘Flexible Modeling: Smoothing and Robustness’ that took place on November 12-14,

2008, at the KULeuven. Among the invited speakers were two European-partner mem-

bers of the IAP-network (A. Antoniadis and P. Eilers). The international workshop

was attended by approximately hundred participants including several members of the

IAP-network.

• The UCL-partner (I. Van Keilegom) organized an international conference on ‘Exploring

research frontiers in contemporary statistics and econometrics’ in honor of the main

coordinator of the network, Léopold Simar (UCL), on the occasion of his retirement.

The conference took take place on May 14-15, 2009 at the UCL, and was co-organized

by the network.

• R. von Sachs (UCL) has organized a Miniworkshop on ‘Semiparametric modeling for

multivariate time series in econometrics and finance’, which took place in Oberwolfach

(Germany) on January 17-23, 2010.

• The European partner of Santiago de Compostela (Spain) will organize the METMAV

Conference from 30 June to 2 July 2010. The purpose of this conference is to promote

the development and application of spatio-temporal statistical methods in different fields

related to environmental sciences.
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4.3 Durability of the IAP

The need for a continuation of the existing research network can be motivated by means of many

arguments :

• As can be seen from Figure 2 in Section 3.3 the efforts to work together have resulted in a

vast increase in the number of joint publications with two or more partners in the network.

It is clear that it would therefore be highly desirable to continue the network activities with

the common expertise built up over the last 10 years acting as a major asset and as a sound

basis to launch top-level future joint work.

• The network has further ensured that Belgium is on the map from a statistical point of

view. The network partners have intensive collaborations, and bring together theoretical

and applied expertise across a variety of areas. This is a very strong asset worth of further

support.

• Statisticians, due to the interdisciplinary nature of their expertise and teaching duties, are

typically scattered among faculties, schools, departments, etc. More than any other field,

they need help in order to meet and share their knowledge and experience. This network

is a vital opportunity for the main statistical groups of Belgian universities to exist as a

community.

• The methodology used in different areas of statistics (biostatistics, psychometrics, economet-

rics, etc.) is often similar in nature. It is therefore important to have a network in order to

combine forces and to look at statistical problems from different angles.

• In practical settings problems come together. What typically needs to be done is the in-

tegration of different methodologies to tackle practical complex research questions. The

existence of a research network in which expertise on these various research topics is present,

is therefore desirable.

• The network has proven to be successful in its research output (papers, books, proceedings,

invited and contributed presentations, seminars). Further, it is very internationally active, in

a large variety of ways, including but not restricted to, inviting scholars and paying scientific

visits, giving courses abroad at universities, companies, and governmental agencies, etc. Its

international reputation can also be testified by e.g. the high number of papers that are

published in top journals in their field, the fact that PhD students are often offered academic

positions after graduating, etc. As such, it is recognized as a strong international partner,

for a number of areas even as a world leader.

Overall, the network has been very successful so far and one would like to continue with the

same general architecture. All Belgian and European partners have been very active and working

together a lot. The sharing of knowledge and information in the network is working very well,

there is a very good team spirit and a real intention to push the network as far as possible on the

international level. The network would however like to improve the current linguistic imbalance

in the next phase : at present there is only one partner in the French speaking part (UCL, who
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is the main coordinator) against four partners in the Flemish speaking part (KUL-1, KUL-2, UG

and UH). The network would like to add a group at the Université Libre de Bruxelles and/or

the Université de Liège to the network, in order to arrive at a more balanced situation. At both

universities research is done on the themes of the network, and they could both be an important

scientific asset for the network.
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5 Output

5.1 Most relevant publications

The following list contains a selection of the most relevant publications, written by members of the

IAP-network.

• Antoniadis, A., Gijbels, I. and Poggi, J.-M. (2009). Smoothing non equispaced heavy noisy

data with wavelets. Statistica Sinica, Special issue: Multiscale Methods and Statistics: A

Productive Marriage, 19, 1371-1387.

• Braeken, J. and Tuerlinckx, F. (2009). A mixed model framework for teratology studies.

Biostatistics, 10, 744-755.

• Duchateau, L. and Janssen, P. (2008). The Frailty Model. Springer, New York.

• Goetgeluk, S., Vansteelandt, S. and Goetghebeur, E. (2008). Estimation of controlled direct

effects. Journal of the Royal Statistical Society - Series B, 70, 1049-1066.

• Hjort, N.L., McKeague, I.W. and Van Keilegom, I. (2009). Extending the scope of empirical

likelihood. Annals of Statistics, 37, 1079-1111.

• Molenberghs, G., Beunckens, C., Sotto, C., and Kenward, M.G. (2008). Every missing not

at random model has got a missing at random counterpart with equal fit. Journal of the

Royal Statistical Society, Series B, 70, 371-388.

• Omelka, M., Gijbels, I. and Veraverbeke, N. (2009). Improved kernel estimation of copulas:

weak convergence and goodness-of-fit testing. Annals of Statistics, 37, 3023-3058.

• Rizopoulos, D., Verbeke, G. and Molenberghs, G. (2008). Shared parameter models under

random-effects misspecification. Biometrika, 95, 63-74.

• Simar, L and Wilson, P. (2007), Estimation and Inference in two-stage, semiparametric

models of production processes, Journal of Econometrics, 136, 31-64.

• Verbeke, G. and Fieuws, S. (2007). The effect of misspecified baseline characteristics on

inference for longitudinal trends in linear models. Biostatistics, 8, 772-783.

5.2 Appeal of the IAP

In order to make the IAP network well visible to the scientific community and in order to be

considered as an active, productive and stimulating research network, we have taken the following

initiatives:

• Logo. The logo has been created at the start of Phase V of the network. It can be found

on the front page of this report, as well as on the web page of the network

(http://www.stat.ucl.ac.be/IAP/PhaseVI). It has been designed by the young researchers

of the UCL-team and includes a number of hidden statistical concepts.

http://www.stat.ucl.ac.be/IAP/PhaseVI


5.3 PhD’s and postdoc training 96

• Website. An extensive website has been set up, which contains information about e.g. call

for applications, description of the project, list of personnel working under the IAP project,

member lists,... See Section 3.3 for more information.

• Technical Reports and Publications Series. Two series, available via the website, report on

scientific results obtained within the IAP-statistics network: the Technical Report Series and

the Publications Series. See Section 3.3 for more details.

• Email lists. A regularly updated list containing all email addresses of members of the network

is used to disseminate information about short courses, visitors, calls for applications, ... In

addition, this information can be found on the web page.

• Other ways to make the IAP visible. Announcements of pre/post-doc positions of the IAP

network are widely spread via numerous email lists all over the world. The activities of the

network are also mentioned in B-Stat News, the official journal of the Belgian Statistical

Society.

The visibility of the IAP network can also be seen from the high number of foreign PhD and

postdoctoral researchers that come from their country to one of the partner universities of the

network to develop their scientific career. The wide variety of countries that are represented in the

network, also strengthens on its turn even more the international reputation and visibility.

5.3 PhD’s and postdoc training

The following table summarizes the number of PhD students and postdocs that were trained in

the network. The numbers in the table represent the average number per year, and are based

on the number of researchers mentioned in the annual administrative reports. For simplicity, no

distinction is made between part-time and full-time positions.

Partner PhD Postdoc

IAP not IAP IAP not IAP

UCL 2 18 1 0

KUL-1 3 18 1 9

KUL-2 1 7 0 1

UG 3 9 0 2

UH 2 25 1 9

UJF 0 2 0 0

UU 0 0 0 0

USC 0 1 0 2

LSHTM 0 0 0 1

Total 11 80 3 24

The added value the network offers to the careers of PhD and postdocs can be described as

follows :
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• We witness in general a lack of statisticians in many research domains; through the training

as organized by the IAP-network and the openness for different research domains as being

stimulated by exchanges in the network, the network yielded well-trained, open-minded young

statisticians that may subsequently contribute to many disciplines other than statistics. (One

element to support this is the easiness with which young statisticians stemming from the

network find jobs in all kinds of research domains.)

• Thanks to the IAP network, there is a better exchange of ideas between students of the

different partners. This can be explained by the fact that they meet each other more regularly

than before the existence of the network (at workshops, meetings, joint seminars, short

courses,...). Fruitful scientific interactions are the result of this.

• The short courses offer a unique chance to the young researchers to learn from specialists in

the field about areas they are less familiar with. It is an efficient way to broaden their view

on statistics.

• The network has organized or co-organized a high number of short courses often given by

experts in the field. See Section 3.1.5 for a detailed list of the organized short courses.

These courses are a very valuable asset for the PhD students of the network to get familiar

with other research areas, and to get to learn other Belgian and international researchers.

Among the short courses organized by the network, the following ones are examples of short

courses that brought together many people from the network and from outside, and that

were characterized by lots of discussions and social contacts among the participants:

– Summer school on ‘Advanced nonparametric statistics’ organized by the UCL in May

2007, including a total of three short courses on related topics. Lots of international

advertisement was made for this summer school, which was solely organized by the IAP,

and which resulted in an important international visibility of the network.

– Short course on ‘Introduction to numerical techniques for statisticians’, given by Geert

Molenberghs (UH), Francis Tuerlinckx (KUL-1) and Geert Verbeke (KUL-2), at KUL,

organized by KUL-1, KUL-2, UH in April 2008. The short course was a big success,

thanks to the high quality of the presentations, the international reputation of the

speakers, and the fact that statisticians throughout all subdisciplines are confronted

with numerical problems when implementing their research work via statistical computer

packages.

– Short course on ‘Bayesian data analysis’, by Andrew Gelman (Columbia University, New

York), organized by KUL-1 in February 2010. More than 180 participants registered

for this course, including many PhD students and postdocs from all IAP partners. This

activity also contributed significantly to the visibility of our network.

5.4 New research teams

With respect to Phase V of the network, the following groups have joined the network at the

start of Phase VI : the group of the University of Ghent, and the European partners UU, USC
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and LSHTM. Thanks to the network, the group of UG (L. Duchateau) has developed important

research contacts with the partners of UCL (in particular with C. Legrand), the colleagues of

KUL-1 (M. Hubert), the partners at KUL-2 (with G. Verbeke and colleagues), the group at UH

(with P. Janssen and his students) and also with the European partner LSHTM in London (with

J. Carpenter and colleagues). The UG group has organized the annual workshop of the network

in 2008. At that occasion they also organized a social event (tourist tour in Ghent) in order to get

to know the members of the network better. They have also set up and lead a number of working

groups, the most important one being the one on frailty models which brought together researchers

from UG, UH, KUL-2 and UCL to discuss common research problems related to clustered data

and competing risks in survival analysis. The UG group (and in particular L. Duchateau) has

played and still plays a very dynamic role in this working group. So, one can fairly say that there

have been considerable efforts to integrate into the network, and that this integration has been a

success story.

A close scientific collaboration between the European and Belgian partners has been developed

over the years. It’s clear that the scientific expertise of the European partners in the research topics

of the network has been very useful for the network, and has resulted in a considerable number of

publications in high level and even top international journals.
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A Organization of the Appendix

Below we provide the scientific output related to the IAP-statistics network. We give both the

technical reports and the publications of network members in 2007, in 2008 and in 2009 (plus the

four first months of 2010). Different types of papers are considered. For the year 2007 we used

only two categories (namely ‘technical reports’ and ‘publications’). From 2008 on, we refined our

reference system. Below we explain the different types and the corresponding reference numbers

used to distinguish between them. We restrict attention to 2008, but the same system also applies

to 2009 and 2010.

• Technical reports: These are manuscripts that have been written in 2008, and have been

submitted for publication to an international journal. The reports are also available on our

web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_tr.html.

Each Technical Report has a number of the form TR08xxx, and we mention these reference

numbers below. The website also contains the pdf-file of many of the Technical Reports.

• Refereed publications: We list all published papers in international journals in 2008 (with

refereeing system). We make the distinction between published papers and papers in press.

See also the IAP-Statistics Reprints Series on our web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_reprint.html,

for the published papers (reference numbers are of the form R08xxx). The papers in press

have a label of the form RP08xxx.

• Non-refereed publications: We also include (an incomplete list of) papers that have been

published without undergoing a peer review. The reference numbers are of the form NR08xxx

(for the published ones) and NRP08xxx (for the ones in press).

• Books: These are books written by members of the network, that are published by interna-

tional editors. They can also be found on the webpage

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_books.html

(reference numbers are of the form B08xxx and BP08xxx).

Below we list the research output of the IAP-network for each of the categories described

above. We start with separate lists for each partner in the network, followed by a list of the

technical reports and publications that are co-signed by researchers from at least two different

groups from the network.

Important remark

It is important to note that certain papers appear two or three times in the Appendix. In fact,

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_tr.html
http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_reprint.html
http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_books.html
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given that we include in the reference list not only published papers but also technical reports and

papers in press, it is possible that a paper is mentioned e.g. as technical report in 2007, as paper in

press in 2008 and as published paper in 2009. Therefore, although the total number of manuscripts

mentioned in this Appendix is given by 1714, the number of distinct papers is estimated to be more

or less equal to 1000.
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B Publications of the network in 2007

B.1 Université catholique de Louvain, UCL

B.1.1 List of Technical Reports

[1] Almeida, C. and M. Mouchart, Testing the normality of the latent variables in the polychoric

correlation model, 2007. TR07010.

[2] Basrak, B. and J. Segers, Regularly varying multivariate time series, 2007. TR07025.

[3] Böhm, H. and R. von Sachs, Shrinkage estimation in the frequency domain of multivariate

time series, 2007. TR07008.

[4] Böhm, H. and R. von Sachs, Structural shrinkage of nonparametric spectral estimators for

multivariate time series, 2008. TR08006.

[5] Bonaccorsi, A., Curi, C., Daraio, C., Mancuso, P. and L. Simar, Analysing total factor

productivity through a bootstrap-based nonparametric approach: the case of Italian regions,

2007. TR07035.

[6] Bouezmarni, T., El Ghouch, A. and M. Mesfioui, Gamma kernels estimator for density and

hazard rate of right censored data, 2007. TR07011.

[7] Braekers, R. and I. Van Keilegom, Flexible modeling based on copulas in nonparametric

regression, 2007. TR07032.

[8] Charpentier, A. and J. Segers, Tails of multivariate Archimedean copulas, 2008. TR08013.

[9] Daouia, A., Florens, J.-P. and L. Simar, Frontier estimation and extreme values theory,

2008. TR08008.

[10] Debrus, B., Lebrun, P., Ceccato, A., Caliaro, G., Govaerts, B., Olsen, B., Rozet, E.,

Boulanger, E. and P. Hubert, Use of ICA on HPLC-DAD data and high-order statistics

to automatically achieve peak picking, 2008. TR08017.

[11] Dette, H., Pardo-Fernandez, J.-C. and I. Van Keilegom, Goodness-of-fit tests for multiplica-

tive models with dependent data, 2007. TR07028.

[12] Einmahl, J., Krajina, A. and J. Segers, A method of moments estimator of tail dependence,

2007. TR07031.

[13] El Ghouch, A. and I. Van Keilegom, Local linear quantile regression with dependent cen-

sored data, 2007. TR07022.

[14] Fils-Villetard, A., Guillou, A. and J. Segers, Projection estimators of Picklands dependence

functions, 2008. TR08014.

[15] Florens, J.-P., Johannes, J. and S. Van Bellegem, Identification and estimation by penal-

ization in nonparametric instrumental regression, 2007. TR07029.
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[16] Geenens, G., Explicit formula for asymptotic higher moments of the Nadaraya-Watson

estimator, 2008. TR08004.

[17] Geenens, G. and L. Simar, Nonparametric test for conditional independence in two-way

contingency tables, 2008. TR08003.

[18] Geenens, G. and L. Simar, Single-index modelling of conditional probabilities in two-way

contingency tables, 2008. TR08012.

[19] Genest, C. and J. Segers, Rank-based inference for bivariate extreme-value copulas, 2007.

TR07026.

[20] Govaerts, B., Dewé, W., Maumy, M. and B. Boulanger, Pre-study analytical method val-

idation: comparison of four alternative approaches based on quality level estimation and

tolerance intervals, 2008. TR08016.

[21] Johannes, J., Van Bellegem, S. and A. Vanhems, A unified approach to solve ill-posed

inverse problems in econometrics, 2007. TR07030.

[22] Jullion, A., Lambert, P. and F. Vandenhende, A non-parametric Bayesian method to smooth

PET Time-Activity-Curves, 2007. TR07024.

[23] Komárek, A., Lesaffre, E. and C. Legrand, Assessing baseline and treatment effect hetero-

geneity for survival times between centers using a random effects accelerated failure time

model with flexible error distribution, 2007. TR07013.

[24] Krier, C., Mouchart, M. and A. Oulhaj, Neural modelling of ranking data (with an appli-

cation to stated preference data), 2007. TR07005.

[25] Le Bailly de Tilleghem, C. and B. Govaerts, A review of Quantitative Structure-Activity

Relationship (QSAR) models, 2007. TR07027.

[26] Lebrun, P., Govaerts, B., Debrus, B., Ceccato, A., Caliaro, G., Hubert, P. and B. Boulanger,

Development of a new predictive modelling technique to find with confidence equivalence

zone and design space of chromatographic analytical methods, 2007. TR07016.

[27] Molanes Lopez, E.M., Van Keilegom, I. and N. Veraverbeke, Empirical likelihood for non-

smooth criterion functions, 2008. TR08023.

[28] Mouchart, M., Russo, F. and G. Wunsch, Causality, structural modelling and exogeneity,

2007. TR07012.

[29] Ojeda Cabrera, J.L. and I. Van Keilegom, Goodness-of-fit tests for parametric regression

with selection biased data, 2008. TR08011.

[30] Robert, C.Y. and J. Segers, Tails of random sums of a heavy-tailed number of light-tailed

terms, 2007. TR07006.

[31] Rolin, J.-M., Bayesian consistency of density estimators, 2007. TR07007.
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[32] Rousseau, R., Govaerts, B., Verleysen, M. and B. Boulanger, Comparison of some chemo-

metric tools for metabonomics biomarker identification, 2007. TR07019.

[33] San Martin, E. and J.-M. Rolin, Identifiability and estimability of parametric Rasch-type

models, 2007. TR07004.

[34] Segers J., Multivariate regular variation of heavy-tailed Markov chains, 2007. TR07002.

[35] Van Keilegom, I., de Uña-Alvarez, J. and L. Meira-Machado, nonparametric location-scale

models for succesive survival times under dependent censoring, 2008. TR08002.

[36] Van Keilegom, I. González-Manteiga, W. and C. Sánchez-Sellero, Goodness-of-fit tests in

parametric regression based on the estimation of the error distribution, 2007. TR07068.

[37] Van Keilegom, I., Sánchez-Sellero, C. and W. González-Manteiga, Empirical likelihood

based testing for regression, 2007. TR07023.

B.1.2 List of Publications

[38] Almeida, C. and M. Mouchart, Bayesian encompassing specification test under not com-

pletely known partial observability. Bayesian Analysis, 2, 303-318, 2007. R07072.

[39] Bonaccorsi, A., Daraio, C., Räty, T. and L. Simar, Efficiency and university size: disci-

plinewize evidence from the European universities. Hyvinvointipalvelujen Tuottavuus: Tu-

loksia opintien varrelta, VATT Publications, Helsinki, Finland, 2007. R07109.

[40] Bonaccorsi, A., Daraio, C. and L. Simar, Efficiency and productivity in European univer-

sities. Exploring trade-offs in the strategic profile, in Bonaccorsi, A. and C. Daraio, (eds.),

Universities as strategic units. Productivity and Efficiency Patterns in the European Uni-

versity System, Edward Elgar PRIME Collection, 2007. R07108.

[41] Boulanger, B., Dewé, W., Gilbert, A., Govaerts, B. and M. Maumy-Bertrand, Risk manage-

ment for analytical methods based on the total error concept: Conciliating the objectives

of the pre-study and in-study validation phases. Chemometrics and Intelligent Laboratory

Systems, 86, 198-207, 2007. R07073.

[42] Charpentier, C. and J. Segers, Lower tail dependence for Archimedian copulas: characteri-

zations and pitfalls. Insurance: Mathematics and Economics, 40, 525-532, 2007. R07074.

[43] Charpentier, A. and J. Segers, Convergence of Archimedean copulas. Statistics and Proba-

bility Letters, 78, 412-419, 2008. R08053.

[44] Cortiñas Abrahantes, J., Burzykowski, T., Legrand, C., Janssen, P., Ducrocq, V. and L.

Duchateau, Comparison of different estimation procedures for proportional hazards model

with random effects, Computational Statistics and Data Analysis, 51, 3913-3930, 2007.

R07208.

[45] Cosma, A., Scaillet, O. and R. von Sachs, Multivariate wavelet-based shape preserving

estimation for dependent observations. Bernouilli, 13, 301-329, 2007. R07052.
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[46] Daouia, A., Florens, J.-P. and L. Simar, Functional convergence of quantile-type frontiers

with application to parametric approximations. Journal of Statistical Planning and Infer-

ence, 138, 708-725, 2008. R08006.

[47] Daouia, A. and L. Simar, Nonparametric efficiency analysis: a multivariate conditional

quantile approach. Journal of Econometrics, 140, 375-400, 2007. R07113.

[48] Daraio, C. and L. Simar, Advanced Robust and Nonparametric Methods in Efficiency Anal-

ysis: Methodology and Applications. Springer, New-York, 2007. B07001.

[49] Daraio, C. and L. Simar, Conditional nonparametric frontier models for convex and non

convex technologies: a unifying approach. Journal of Productivity Analysis, 28, 13-32, 2007.

R07114.

[50] Delwarde, A., Denuit, M. and P.H.C. Eilers, Smoothing the Lee-Carter and Poisson log-

bilinear models for mortality forecasting: a penalized likelihood approach. Statistical Mod-

elling, 7, 29-48, 2007. R07124.

[51] Dette, H., Neumeyer, N. and I. Van Keilegom, A new test for the parametric form of the

variance function in nonparametric regression. Journal of the Royal Statistical Society -

Series B, 69, 903-917, 2007. R07054.

[52] Einmahl, J.H.J., Krajina, A. and J. Segers, A method of moments estimator of tail depen-

dence. Bernoulli, to appear, 2008. R08050.

[53] Einmahl, J. and I. Van Keilegom, Specification tests in nonparametric regression. Journal

of Econometrics, 143, 88-102, 2008. R08001.

[54] Einmahl, J. and I. Van Keilegom, Tests for independence in nonparametric regression.

Statistica Sinica, to appear, 2008. R08014.

[55] El Ghouch, A. and I. Van Keilegom, Nonparametric regression with dependent censored

data. Scandinavian Journal of Statistics, to appear, 2008. R08008.

[56] El Ghouch, A., Van Keilegom, I. and I. McKeague, Empirical likelihood confidence intervals

for dependent duration data. Econometric Theory, to appear, 2008. R08013.

[57] Fils-Villetard, A., Guillou, A. and J. Segers, Projection estimators of Pickands dependence

functions. The Canadian Journal of Statistics, to appear, 2008. R08051.

[58] François, N., Govaerts, B. and C. Guyot-Declerck, Inferential non-centered principal curve

analysis for the analysis of time intensity curves in sensory analysis. Methodology and

application to beer astringency evaluation. Journal of Chemometrics, 21, 187-197, 2007.

R07176.

[59] Gao, J., Gijbels, I. and S. Van Bellegem, Nonparametric simultaneous testing for structural

breaks. Journal of Econometrics, Special Issue on Specification Testing, 143, 123-142, 2008.

R08005.
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[60] Hall, P. and I. Van Keilegom, Two-sample tests in functional data analysis starting from

discrete data. Statistica Sinica, 17, 1511-1532, 2007. R07057.

[61] Härdle, W. and L. Simar. Applied Multivariate Statistical Analysis. Second Edition, 458p.,

Springer-Verlag, Berlin, 2007. B07002.

[62] Haeusler, E. and J. Segers, Assessing confidence intervals for the tail index by Edgeworth

expansions for the Hill estimator. Bernoulli, 13, 175-194, 2007. R07076.

[63] Heuchenne, C. and I. Van Keilegom, Location estimation in nonparametric regression with

censored data. Journal of Multivariate Analysis, 98, 1558-1582, 2007. R07053.

[64] Heuchenne, C. and I. Van Keilegom, Nonlinear regression with censored data. Technomet-

rics, 49, 34-44, 2007. R07056.

[65] Heuchenne, C. and I. Van Keilegom, Polynomial regression with censored data based on

preliminary nonparametric estimation. Annals of the Institute of Statistical Mathematics,

59, 273-297, 2007. R07147.

[66] Hjort, N.L., McKeague, I.W. and I. Van Keilegom, Extending the scope of empirical likeli-

hood. Annals of Statistics, to appear, 2008. R08007.

[67] Komárek, A., Lesaffre, E. and C. Legrand, Baseline and treatment effect heterogeneity for

survival times between centers using a random effects accelerated failure time model with

flexible error distribution. Statistics in Medicine, 26, 5457-5472, 2007. R07078.

[68] Kumbhakar, S.C., Park, B.U., Simar, L. and E.G. Tsionas, Nonparametric stochastic fron-

tiers: a local likelihood approach. Journal of Econometrics, 137, 1-27, 2007. R07112.

[69] Linton, O., Sperlich, S. and I. Van Keilegom, Estimation of a semiparametric transformation

model. Annals of Statistics, to appear, 2008. R08012.

[70] Mouchart, M. and M. Vandresse, Bargaining powers and market segmentation in freight

transport, Journal of Applied Econometrics, 22, 1295-1313, 2007. R07205.

[71] Pardo-Fernández, J.C., Van Keilegom, I., and W. González-Manteiga, Testing for the equal-

ity of k regression curves. Statistica Sinica, 17, 1115-1137, 2007. R07055.

[72] Pardo-Fernández, J.C., Van Keilegom, I. and W. González-Manteiga, Goodness-of-fit tests

for parametric models in censored regression. Canadian Journal of Statistics, 35, 249-264,

2007. R07062.

[73] Park, B., Sickles, R. and L. Simar, Semiparametric efficient estimation in dynamic panel

data models. Journal of Econometrics, 136, 281-301, 2007. R07111.

[74] Robert, C. Y. and J. Segers, Tails of random sums of a heavy-tailed number of light-tailed

terms. Insurance: Mathematics and Economics, to appear, 2008. R08052.

[75] Simar, L., How to improve the performances of DEA/FDH estimators in the presence of

noise. Journal of Productivity Analysis, 28, 183-201, 2007. R07115.
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[76] Simar, L. and P. Wilson, Estimation and inference in two-stage, semi-parametric models of

production processes. Journal of Econometrics, 136, 31-64, 2007. R07110.

[77] Simar, L. and P.W. Wilson, Statistical inference in nonparametric frontier models: recent

developments and perspectives. The Measurement of Productive Efficiency, 2nd Edition,

Harold Fried, C.A. Knox Levell and Shelton Schmidt editors, Oxford University Press,

2008. R08002.

[78] Simar, L. and V. Zelenyuk, Statistical inference for aggregates of Farell-type efficiencies.

Journal of Applied Econometrics, 22, 1367-1394, 2007. R07116.

[79] Van Keilegom, I. and R.J. Carroll, Backfitting versus profiling in general criterion functions.

Statistica Sinica, 17, 797-816, 2007. R07071.

[80] Van Keilegom, I., González-Manteiga, W. and C. Sánchez-Sellero, Goodness-of-fit tests in

parametric regression based on the estimation of the error distribution. TEST, to appear,

2008. R08015.

[81] Wang, L. and I. Van Keilegom, Nonparametric test for the form of parametric regression

with time series errors. Statistica Sinica, 17, 369-386, 2007. R07075.

B.2 Katholieke Universiteit Leuven, KUL-1

B.2.1 List of Technical Reports

[82] Antoniadis, A., Gijbels, I. and J.-M. Poggi, Smoothing non equispaced heavy noisy data

with wavelets, 2007. TR07036.

[83] Beirlant, J. and J.H.J. Einmahl, Asymptotics for the Hirsch index, 2007. TR07070.

[84] Carr, P. and W. Schoutens, Hedging under the Heston with jump-to-default, 2007. TR07037.

[85] Casas, I., Gao, J. and I. Gijbels, Specification testing in semiparametric diffusion models:

theory and practice, 2007. TR07038.

[86] Ceulemans, E. and H.A.L. Kiers, Discriminating between strong and weak structures in

three-mode principal component analysis, 2007. TR07069.

[87] Claeskens, G., Ding, H. and M. Jansen, Lack-of-fit tests in semiparametric mixed models,

2007. TR07039.

[88] Debruyne, M. and M. Hubert, The influence function of the Stahel-Donoho covariance

estimator of smallest outlyingness, 2007. TR07040.

[89] Debruyne, M., Hubert, M. and J. Suykens, Model selection for kernel regression using the

influence function, 2007. TR07041.

[90] Debruyne, M., Hubert, M. and J. Van Horebeek, Detecting influential observations in kernel

PCA, 2008. TR08001.
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[91] Depril, D., Van Mechelen, I. and B. Mirkin, Algorithms for additive clustering of rectangular
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