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1 Accomplished Research Projects

1.1 Introduction and overview

1.1.1 Introduction

The research project has been built up around five work packages. Table 1 below gives the main

contributors to each work package and indicates per package the partner that is coordinating the

work.

Work package Contributing partners

WP1: Multivariate data with qualitative constraints UCL, KUL-1∗, UH, UJF, UU, USC

WP2: Temporally and spatially related data UCL∗, KUL-1, UG, UJF, UU, USC

WP3: Incomplete data UCL, KUL-1, KUL-2, UG, UH∗, USC,

LSHTM

WP4: Data with latent heterogeneity UCL, KUL-1, KUL-2∗, UH, UJF, UU,

USC

WP5: Highdimensional and compound data UCL, KUL-1, KUL-2, UG∗, UH, UJF,

UU, USC

Table 1: Main contributors per work package, and coordinating partner per work package (indicated

with a ∗).

In the subsections below we describe the progress that has been made in the various work

packages. For each of the work packages we indicate interactions with research results in other

packages. The references mentioned in the text can be found at the end of this report.

1.1.2 Overview

The overall achievements of the research project can be summarized as follows:

• In WP1, important contributions were made to the following topics: (1) quantile estimators

of frontiers have been introduced and studied and the use of extreme value theory has been

(partially) exploited and this opens new perspectives; (2) new semi-and nonparametric meth-

ods for estimating (non)smooth curves have been developed; there was a special focus on error

variance and dispersion function estimation; (3) studies of the impact of penalty functions

and data-driven choices of these in penalized regression; (4) development of a bootstrap pro-

cedure for functional data; (5) robust multivariate methods, including fact algorithms, model

selection criteria and fast and robust bootstrap procedure; (6) modelling dependencies via

copulas with specific attention to extreme-value copulas, modelling excesses, semiparametric

modelling and dependencies between variables that depend on the given value of a covariate.

• The work of WP2 has been focused on modeling and doing inference for complex corre-

lated data. Fundamental research results were provided on the nonparametric analysis of

time series and spatial processes. Several types of complexity have been considered: un-

smooth spectral density, nonstationarity, multivariate nonstationarity, censoring, multilevel
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modelling, continuous-time processes and spatial data. In particular, the network provided

new workable results on the adaptive, data-driven nonparametric estimation of temporally

and spatially related data.

• The research endeavor of WP3 has placed emphasis on the dissemination and further de-

velopment of models for incomplete and censored data and on sensitivity analysis for such,

with focal points on clinical trials, epidemiological studies, surveys, and sociological and psy-

chometric applications, often in conjunction with the propagation of proper methodology

for longitudinal data, including latent structures, mixed-models, and meta-analytic methods,

sometimes of high dimension, thus strongly interacting with WP1, WP4, and WP5. The

output realized takes the form of journal publications, as well as 3 books and an edited vol-

ume. Dissemination has further taken place through short courses in Belgium, Europe, and

the economically developed and developing parts of the world, and through dedicated IAP

courses and seminars.

• Many statistical models in which latent structures are used to explain observed heterogeneity

have been developed and investigated in WP4. The classical linear, generalized linear and

non-linear mixed effects models have been generalized by allowing the random effects distri-

bution to belong to a general class of continuous and/or discrete distributions. To this end,

frequentist and Bayesian approaches have been employed and allowed to verify the impact

of the correct specification of the random effects distribution on the estimation of various

parts of the model. Latent heterogeneity has also been studied in survival models (including

interval censoring and involving copula models), change point models, multivariate random

effects, hierarchical and shared parameter models. New parameter estimation procedures

have been developed as well as score tests for the random effects structure and techniques for

prediction. Data from various disciplines (medicine, psychology, etc.) were taken to illustrate

the performance of the various proposals.

• The work of WP5 has placed emphasis on bioinformatics, data mining and psychometrics.

In bioinformatics, both the analysis and experimental design of genetic data is studied. More

specifically, new statistical analysis techniques are developed for micro-array data. In data

mining, a substantial part of the research consists of the development of robust methods

for highdimensional data. Furthermore, principal and independent component analysis tech-

niques are used to analyze chemometrical data. In psychometrics, hierarchical classes models

and multi-mode models are studied. Different statistical tools, such as a fully Bayesian

method, random effects techniques, and bootstrap techniques are used in this context.

1.2 Work package 1: Multivariate data with qualitative constraints

1.2.1 Boundaries, frontiers, and efficiency and productivity analysis

Results obtained on statistical inference in nonparametric frontier models have been collected in

[59]. Most of the techniques use the bootstrap and [51] give the full theory for the asymptotics
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and for the consistency of the bootstrap when using DEA estimators. In [38], new properties of

robust estimators of frontiers (based on nonstandard conditional quantiles) are derived.

Nonparametric truncated regression techniques, based on local likelihood theory, are in [56].

This is particularly useful when trying to explain in two-stage approaches the efficiency of firms

in terms of some environmental variables: here we regress efficiency scores on these explanatory

variables. A special issue of Journal of Productivity Analysis analyzes how the economies in the

former Eastern European countries have been affected by the transition, in particular, in terms of

productivity and of efficiency. As co-editors of this special issue, [53] introduce this volume.

New properties of FDH estimators and of quantile estimators of frontiers have been developed

in [7] by using properties from Extreme Value Theory. Estimators of the frontier having a normal

asymptotic distribution have been defined. Previous results on stochastic nonparametric frontier

models have been adapted in [31] to full multivariate setups (multi-input and multi-output).

[1] provide a data-driven technique to derive optimal bandwidths for analyzing conditional

efficiency measures. When a panel of data is available, a dynamic procedure has been proposed

in [8] to predict the changes in productivity and its components (efficiency changes, technological

changes and scale efficiency changes).

1.2.2 Nonparametric and semiparametric estimation of curves and surfaces, and es-

timation under qualitative constraints

Unknown functions and surfaces are not always smooth, and may show different types of irreg-

ularities in different regions. In [137] an overview is given on the use of local linear fitting for

smoothing while preserving irregularities. In [104] such techniques are used to obtain estimates

that have a better behavior near peaks.

Another approach to deal with inference for curves with irregularities is to use penalized re-

gression techniques with an appropriate choice of the penalty function. Some penalty functions

typically are better suited for estimation of curves with irregularities than others. A specific penalty

choice influences the optimization problem to be solved as well as the existence of a (unique) so-

lution. In [513] nonparametric regression estimation is considered in extended generalized linear

models using penalized splines with non-quadratic penalties. This unified approach allows to study

the optimization problem and asymptotic properties of the resulting estimator for a whole class of

penalties.

[108] looks into the problem of estimation of under- or overdispersion. Especially overdispersion

of data is a well-known phenomenon when analysing data. A unified approach to nonparametrically

estimating mean and dispersion function is provided in [108].

The papers [109] and [110] look into penalized regression with a difference type of penalty.

These papers contribute in making a data-driven choice of the differencing order.

Consider a vector of criterion functions g depending on a parameter of interest µ and a nuisance

parameter. In [553] a novel empirical likelihood (EL) method to do inference for µ, not requiring any

smoothness assumptions on g is developed. Hence, g may involve indicators, which are encountered

when considering e.g. differences of quantiles, copulas or ROC curves, which were previously studied

by means of a smoothed EL approach. ROC curves are a useful tool to analyze the discrimination
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capability of a diagnostic variable in medical studies. The presence of a covariate related to the

diagnostic variable can increase the discriminating power of the ROC curve. [519] models the effect

of the covariate over the diagnostic variable by means of nonparametric location-scale regression

models, and studies a new nonparametric estimator of the conditional ROC curve.

In [25] the error distribution is estimated in a nonparametric location-scale regression model

with multivariate covariates. Modeling heteroscedasticity in semiparametric regression can im-

prove the efficiency of the estimator of the parametric component in the regression function, and

is important for inference problems such as plug-in bandwidth selection and the construction of

confidence intervals. [34] proposes a general method to estimate the dispersion function in a

semiparametric way, and obtains generic conditions under which the proposed estimator satisfies

certain asymptotic properties. [54] propose consistent estimators in a semiparametric transforma-

tion model, where the transformation is modelled parametrically, and all other components of the

model are non- or semiparametric.

In [11] the authors consider a functional nonparametric regression model, in which the response

is univariate and the covariate is functional. They show the asymptotic validity of a naive and a

wild bootstrap procedure, and study an application to the construction of confidence intervals.

Statistical analysis of images is another research area within the project. In [539] a multiscale

approach for statistical characterization of temporally and spatially heterogeneous functional im-

ages (arising from, e.g., medical data - MRI or NMR - or from satellite data) is presented. In

[435] cloud detection from geostationary satellite multispectral images through statistical method-

ologies is investigated. Discriminant analysis methods are considered to this purpose, endowed

with a nonparametric density estimation and a linear transform into principal and independent

components.

1.2.3 Nonparametric and semiparametric testing procedures

[40] and [41] consider a nonparametric location-scale regression model, in which the error is inde-

pendent of the covariate, and the regression and variance function are smooth unknown functions.

They construct tests for the validity of this model. The test proposed in [41] is based on the non-

parametric estimation of the errors, whereas in [40] the test is based on differences of neighboring

responses.

An important problem in regression is the development of goodness-of-fit tests for (semi)-

parametric regression models. In [536], a novel testing approach is developed for testing whether

the regression curve belongs to some parametric family of regression functions. The proposed test

statistic measures the distance between the empirical distribution function of the parametric and

of the nonparametric residuals. On the other hand, [537] propose an empirical likelihood test that

is able to test the goodness-of-fit of a class of parametric and semiparametric regression models.

A third contribution is in [64] where the procedure is motivated by recent developments in the

asymptotic theory for analysis of variance when the number of factor levels is large. The similarity

of the form of the test statistic to that of the classical F -statistic in analysis of variance allows

easy and fast calculation.
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1.2.4 Multivariate data, robust analysis and nonparametric inference

[249] introduces the least trimmed squares estimator for the multivariate regression model. The

estimator reduces to the well-known LTS estimator in the case of a univariate response (multiple

regression) and to the MCD estimator in the case of an intercept only model. The breakdown

value, consistency at elliptical error distributions, the influence function and efficiency are derived.

A fast algorithm is given and reweighted estimators are studied as well. [531] gives an overview

of recent high-breakdown robust methods for multivariate settings such as covariance estimation,

multiple and multivariate regression, discriminant analysis, principal components and multivariate

calibration. [275] considers robust model selection criteria for linear regression that focus on robust

measures of the expected prediction error estimated using the fast and robust bootstrap. The

model selection criteria are consistent and robust and are feasible for real data applications. A fast

and robust bootstrap method in general is provided in [276] which also considers its application

to perform inference based on robust estimators for the linear regression and multivariate models.

Confidence and prediction intervals and tests of hypotheses for linear regression models are studied

as well as inference for location-scatter parameters, principal components, and classification error

estimation for discriminant analysis. [282] discusses computationally efficient procedures for robust

variable selection in linear regression. These robust variable selection procedures can easily handle

missing (completely at random) data.

In [540] the authors consider a nonparametric noisy data model where the unknown signal is

assumed to belong to a wide range of function classes, including discontinuous functions and the

additive noise distribution may have heavy tails but is zero median. They first use local medians to

construct a Gaussian nonparametric regression model, and the resulting data being not equispaced,

they apply a wavelet block penalizing procedure adapted to non equidistant designs to construct

an estimator of the regression function.

A review on the use of nonparametric methods and methods for robust analysis of data is given

in [169].

1.2.5 Modelling and measuring of dependencies and copula functions

In [5] a complete and user-friendly directory of tails of Archimedean copulas is presented which

can be used in the selection and construction of appropriate models with desired properties. The

results are synthesized in the form of a decision tree.

In the world of multivariate extremes, estimation of the dependence structure still presents a

challenging problem. In [39] a procedure for the bivariate case is presented that opens the road

to a similar way of handling the problem in a truly multivariate setting. A method of moments

estimator is proposed. A major issue in multivariate extreme value theory is the estimation of the

spectral measure Φp with respect to the Lp norm. This problem is studied in [10].

The set of Pickands dependence functions for bivariate extreme-value copulas can be seen as a

closed and convex parameter set embedded in a real Hilbert space. [43] looks into the estimator

resulting from using a pilot estimate possibly falling outside the parameter set and projected

onto this parameter set. Asymptotic properties of the initial estimator sequence in the Hilbert

space topology transfer easily to those of the projected sequence and certain finite-dimensional
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approximations.

Modelling excesses over a high threshold using the Pareto or generalized Pareto distribution

(PD/GPD) is the most popular approach in extreme value statistics. An extension of the (G)PD

is in [514] yielding a statistical model that can be fitted to a larger portion of the data.

In the model where the copula is known and the marginal distributions are completely unknown,

the empirical distribution functions are semiparametrically efficient if and only if the copula is the

independence copula. Incorporating the knowledge of the copula into a nonparametric likelihood

yields an estimation procedure which by simulations is shown to outperform the empirical distri-

bution functions, the amount of improvement depending on the copula. See [30].

[544] propose to model the relationship between the error and the covariate in a nonparametric

regression model by means of a copula model. This model offers a useful alternative for the model

that assumes the independence between these two variables, since the latter assumption is often

violated in practice.

[554] study an improved nonparametric estimator of the copula function. The improvement is

shown to be very considerable, and weak convergence of the proposed estimator is established. The

estimation procedure is then used in a goodness-of-fit testing problem for copula’s. It often occurs

that the dependence structure of two (or more) random variables depends on the given value of

another variable (a covariate). This led to the concept of conditional copula function of which

nonparametric estimation is studied in [524]. The resulting empirical copula process depends on

the covariate value, and its weak convergence is established.

Contingency tables are useful for analyzing the associations between several variables. Explor-

ing the effect of explanatory variables characterizing the individuals on the structure of association

may be important (to detect, for instance, spurious dependence). In [14] and [15] single index

models (SIM) are used to model the conditional probabilities in a two-way table. This allow to

develop testing procedures, e.g. to test the conditional independence in the table.

1.2.6 Interactions with other Work packages

In WP1 quite some work has overlap with other WP’s. We just mention a few of such papers (with

between brackets the WP with which the work has overlap).

[439] proposes a method to select the bandwidth for functional time series prediction. The

method consists of calculating the empirical risk of prediction using past segments of the observed

series and to selecting as value of the bandwidth for prediction the bandwidth which minimizes

this risk. (WP2)

A key motivation of [432] is to study the variable selection problem for Cox’s proportional

hazards function regression models using a framework that extends the theory, the computational

advantages and the optimal asymptotic rate properties of the Dantzig selector to the class of Cox’s

proportional hazards under appropriate sparsity scenarios. (WP3)

In [440] the authors consider estimation of the parameters of multivariate mixed Poisson models.

They study a maximum pairwise likelihood approach when the mixing distribution is a multivariate

Gamma distribution. Simulations show that the method is well adapted. An application to change

detection in low-flux images is also investigated. (WP4)
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1.3 Work package 2: Temporally and spatially related data

1.3.1 The nonparametric analysis of time series

The analysis of irregular time series is a big achievement of the network. Many types of irregularities

are present in real data. One of them is the irregularity of the spectral density function of a

stationary time series . In [45], a new approach to wavelet threshold estimation of spectral densities

of stationary time series is studied. An alternative method is proposed to address the problem

of heteroscedasticity of the minimax mean-square risk for a class of spectral densities, including

those of very low regularity. In [103] the considered problem is that of spectral density estimation

in stationary time series with short range dependence. Improved estimation of the peaks in a

spectral density is obtained by modifying the maximum likelihood estimator (based on the Whittle

likelihood) using local linear approximations. In [69] a general approach of shrinkage of spectral

density matrix estimators is presented that considerably improves on both the mean-squared error

and on the conditioning number of the resulting estimators. On the other hand, in [36] it is shown

that in situations of time series panels which can be explained by a few common factors, shrinkage

towards the first (few) factor(s) can considerably improve upon the mean-squared properties of

periodogram-based spectral estimators. In [24] a dynamic factor model for large cross-section and

time dimensions, simultaneously tending to infinity for consistent estimation, is fitted to a locally

stationary time series panel with smoothly over time varying second-order structure. The common

components of this factor model are stimated by the eigenvectors of a nonparametrically estimated

spectral density matrix. The delicate issue of bandwidth selection is also dealt with, comparing a

few selectors, and showing a very good performance of the proposed data-dependent bandwidth

selector.

Bandwidth selection in nonparametric kernel testing is a long-standing problem. In [168], this

work is established in a framework of a nonparametric regression model, where the covariate is

a sequence of strictly stationary time series variables. The paper proposes a sound approach to

the problem by finding an Edgeworth expansion of the asymptotic distribution of the concerned

test. The authors provide an easy implementable procedure for the practical realization of the

established methodology, and they illustrate its performance by means of simulated and real-data

examples.

In [442] a model for general patterns of digit preference is presented. It assumes a smooth latent

distribution, which has been observed through a misclassification process, reflecting the tendency

of people to round imprecise numbers. Seasonal mortality tables with monthly data have been

analyzed in [443]. The data are modelled by a combination of a trend and modulated (co)sine

waves. Both trend and modulation are modelled as a smooth surface, varying over time and age.

An extension of this idea is presented in [449], where the (co)sines are replaced by an unknown

periodic function, to be estimated from the data. The subject of [446] is to transform a variable in

such a way that after the transformation its density fits well to a given density. Spatial variability

of crop yield in agricultural trials can be modelled by tensor products of P-splines and can be

treated like a mixed model. This is explained and applied in [447]. Conditional mean curves and

conditional median curves are familiar. To them conditional quantile curves have been added in

recent years. Quantile curves are based on asymmetric weighting of absolute values of residuals.
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It is not well known that the same idea can be applied to sums of squares of residuals. Details and

an application are found in [451].

After observing a real valued stationary time series admitting a density, [441] provides an

adaptative estimator of the density. The wavelet based method is applied for different cases, and in

particular to non stationary but geometrically ergodic cases like dynamical systems and Markovian

fields on the line. In [434] they consider the maximum entropy extension of a partially specified

autocovariance sequence of a periodically correlated process. The sequence may be specified on a

non-contiguous set. A method is given which solves the problem completely: it gives the positive

definite solution when it exists and reports that it does not exist otherwise.

1.3.2 Statistical analysis of complex time series data

One source of complexity comes from the potential nonstationarity of the data. As an output of

a joint work between KUL and UCL, [528] developed new nonparametric testing procedures that

simultaneously test for structural breaks in the conditional mean and the conditional variance.

The asymptotic distribution of an adaptive test statistic is established, as well as its asymptotic

consistency and efficiency. Simulations illustrate the performance of the adaptive testing procedure.

An application to the analysis of financial time series also demonstrates the usefulness of the

proposed adaptive test in practice. In [61], an explicit wavelet-based model of local stationarity

is introduced. This model enlarges the class of locally stationary wavelet processes and contains

processes whose spectral density function may change very suddenly in time. A notion of time-

varying wavelet spectrum is uniquely defined as a wavelet-type transform of the autocovariance

function with respect to so-called autocorrelation wavelets. This leads to a natural representation

of the autocovariance which is localized on scales. A pointwise adaptive estimator of the time-

varying spectrum has been proposed. The behavior of the estimator is studied in homogeneous

and inhomogeneous regions of the wavelet spectrum.

Multivariate time series data were also considered. In [55], a local coherence analysis between

two nonstationary time series is proposed. Coherence is a widely used measure for characteriz-

ing linear dependence between a pair of signals. For nonstationary signals, the autospectrum,

cross spectrum, and coherence between signals may evolve over time. In this paper, a consistent

estimation procedure is developed using time-localized linear filtering. The proposed method auto-

matically selects, via repeated tests of homogeneity, the optimal window width for estimating local

coherence. It is pointwise adaptive in the sense that the width of the optimal interval is allowed

to change across time. Under the locally stationary process framework, a central limit theorem on

the Fisher-z transform of the time-localized band coherence is proved.

Censoring of time series data is another problem sometimes encountered with real data. In [42],

the authors consider a nonparametric regression model in which the data are dependent and the

response is subject to random right censoring. They consider the problem of nonparametrically

estimating the conditional quantile function in this model. The proposed method is based on a

local linear fit using the check function approach. This paper is very much related to the research

topics studied under WP1 and WP3.

Analysing time series data by multilevel models is useful for the practical use of inference,
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especially in the field of psychometrics. In [99], the authors propose a one/two-dimensional mixture

model for DIF (1 dimension in the reference group, 2 dimensions in the focal group). A description

of that and a means of estimating model parameters using easily available software are provided,

with an application on test speededness. In [138], an item response model for dealing with test

speededness is proposed. The model consists of two random processes, a problem solving process

and a random guessing process.

Observed time series often appear to be non standard in their distribution. In [27], a sliding

blocks estimator for the extremal index is proposed. In extreme value statistics for stationary

sequences, blocks estimators are usually constructed by using disjoint blocks because exceedances

over high thresholds of different blocks can be assumed asymptotically independent. In this pa-

per the researchers focus on the estimation of the extremal index which measures the degree of

clustering of extremes. They consider disjoint and sliding blocks estimators and compare their

asymptotic properties. In particular they show that the sliding blocks estimator is more efficient

than the disjoint version and has a smaller asymptotic bias. Other results on the tails of random

sums of a heavy-tailed number of light-tailed terms was provided in [57].

The network also focussed on continuous-time processes. In [105], the Ratcliff diffusion model

is used to decompose the effect of practice effect to the response time for repeatedly performing the

same cognitive task. It is concluded that the practice effect consists of multiple subcomponents,

and that abstracting these subcomponents in terms of a single output measure may be hazardous.

This model was also considered in [156], where a Bayesian approach is used for diffusion process

models of decision-making. A related MATLAB toolbox for Ratcliff diffusion models has been

developed, see [155].

Continuous-time processes were also considered in multilevel, hierarchical modelling. In [118],

the authors combine the Wiener diffusion process for choice response times with techniques from

psychometrics in order to construct a hierarchical diffusion model. This leads to a modeling

framework that is highly flexible and easy to work with. A crossed random effects diffusion model

for speeded semantic categorization decisions is developed in [119]. In [123] a diffusion model for the

analysis of continuous-time change in multivariate longitudinal data is proposed. The central idea is

to model the data from a single person with an Ornstein-Uhlenbeck diffusion process. In [113], the

authors develop a hierarchical continuous-time state-space model for repeated measurement data

to model perpetually altering affective states. The model is described didactically and illustrated

by an analysis of a diary study measuring affective quality.

1.3.3 Spatial data

Another goal of this work package is to analyse spatial data. In [516], the authors study the

asymptotic and finite sample properties of an estimator of a nonlinear regression function when

errors are spatially correlated, and when the spatial dependence structure is unknown. The pro-

posed method is based on a weighted nonlinear least squares approach, taking into account the

spatial covariance. Weak consistency of the regression parameters estimator is derived, along with

its asymptotic Gaussian limit. In [546] a new L2 test for comparing spatial spectral densities is

proposed. The goal of this paper is to test whether the dependence structure is the same for two
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spatial processes, that is, H0 : f1 = f2, where each fl denotes the spectral density of each observed

process, for l = 1, 2. The authors study the asymptotic distribution for a Cramer-von-Mises type

test statistic, under H0 and under local alternatives. A simulation study showing the performance

of the test is also provided.

[547] suggest to extend two different goodness-of-fit testing techniques for the spatial spectral

density. The first approach is based on a smoothed version of the ratio between the periodogram

and a parametric estimator of the spectral density. The second one is a generalized likelihood ratio

test statistic, based on the log-periodogram representation as the response variable in a regression

model. As a particular case, they provide tests for independence. Asymptotic normal distribution

of both statistics is obtained, under the null hypothesis. More general results on the second order

properties of the multidimensional periodogram for regularly spaced data were also found in [556].

1.4 Work package 3: Incomplete data

The work on incomplete data can be subdivided in: (1) complex modeling approaches for missing

data and sensitivity analysis tools; (2) censored survival data; and (3) general incomplete data

structures.

1.4.1 Complex modeling approaches for missing data and sensitivity analysis tools

With incomplete data, specific modeling needs arise. First, it is important to ensure that proper,

rather than simplistic, tools are used. A still commonly used method is last observation carried

forward. Kenward and Molenberghs [520] demonstrate that this approach always leads to implicit,

highly implausible assumptions about the missing data mechanism. A general perspective on the

issues arising is offered by Mallinckrodt and Kenward [508].

Second, appropriate modeling tools need to be put forward. When fitting pattern-mixture

models, for example, it may not always be straightforward how to derive marginal covariate effects,

an issue studied by Sotto, Beunckens, Molenberghs, Jansen, and Verbeke [557]. In the same vein,

Jansen and Molenberghs [339] proposed a flexible marginal modeling strategy for non-monotone

missing data. Two key paradigms for dealing with incomplete data are using the predictive distri-

bution of the unobserved outcomes on the one hand, such as in multiple imputation, and inverse

probability weighting on the other, such as in conventional survey methodology. A comparison

between both was undertaken by Beunckens, Molenberghs, and Sotto [315]. The LSHTM team

has devoted additional research efforts to both multiple imputation, with a paper by Sterne et

al [509] on the one hand, studying the use of multiple imputation in clinical and epidemiological

studies, and a paper by Vansteelandt, Carpenter, and Kenward [558], investigating doubly-robust

inverse probability weighting methods. The latter paper resulted from a collaboration with the

UG team. As an alternative to existing but often computationally complex estimation methods,

Sotto, Beunckens, Molenberghs, and Kenward [523] developed MCMC-based methodology. Two

methods are commonly used to report on evidence carried by forensic DNA profiles: the so-called

Random Man Not Excluded (RMNE) approach and the likelihood ratio (LR) approach. It is often

claimed a major advantage of the LR method that drop-out can be assessed probabilistically. In

[285], a new RMNE measure is proposed that likewise accounts for allelic drop-out in an observed
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forensic DNA profile. Also in [507], MCMC methodology is used. Indeed, this paper describes

a model for multilevel mixed response data, together with a MCMC algorithm for fitting it. Its

application to multilevel multiple imputation is then demonstrated.

In [269], Goetgeluk, Vansteelandt, and Goetghebeur develop inverse probability weighting es-

timators, doubly robust estimators, and enriched doubly-robust estimators for controlled direct

effects. In [287], Vansteelandt, Mertens, Suetens, and Goetghebeur develop marginal structural

models for the impact of an intervention that takes place during a specified number of days (and

may or may not persist afterwards), along with accompanying inference. The methodology is then

used to assess the impact of an intensive care unit (ICU) patient acquiring infection on a given

day since ICU-admission, versus not. Vansteelandt, Babanezhad, and Goetghebeur show, in [296],

how IV-estimators for causal effects can be adjusted for systematic measurement error when an

additional instrument for the measurement error is available. Grouped data are a special case of

incomplete data. It is of great interest to be able to estimate a density reliably from (very) coarsely

grouped data. A completely automatic Bayesian procedure is provided in [550].

Third, the dependence on assumptions of models and their conclusions need to be care-

fully investigated. Such investigations are not a routine exercise, as demonstrated by Verbeke,

Molenberghs, and Beunckens [538], who point out the dangers of using standard methodology and

offer formal and informal sensitivity analysis tools. The shared-parameter framework has received

considerable attention. In [226], Tsonaka, Verbeke and Lesaffre develop a new shared parameter

model, in which they avoid making parametric assumptions for the random effects distribution

and leave it completely unspecified. For the estimation of the proposed model a semi-parametric

method is used. Beunckens et al [525] formulate a so-called latent-class mixture model that brings

together aspects of all three commonly used model families for incomplete data, i.e., selection

models, pattern-mixture models, and shared-parameter models. This work offers an alternative

basis for sensitivity analysis tools. Creemers, Hens, Aerts, Molenberghs, Verbeke, and Kenward

[560] extended the class of shared-parameter models, so that it has become possible to incorporate

the missing at random mechanism within it, a feat previously considered impossible.

Fourth, methods commonly used for the analysis of incomplete data rest on strong and un-

verifiable assumptions, calling for sensitivity analysis. The intrinsic nature of sensitivity, owing

to non-identifiable model parts, is studied by Molenberghs, Beunckens, Sotto, and Kenward [533],

who established that every missing not at random model has got a missing at random counter-

part with equal fit. Beunckens, Sotto, Molenberghs, and Verbeke [542, 543] provide an integrated

sensitivity analysis, using a suite of tools, to the Slovenian plebiscite data, an often-studied set

of data in the context of incompleteness. Specifically for the context of shared-parameter models,

and based upon the framework laid out in [560] Creemers, Hens, Aerts, Molenberghs, Verbeke,

and Kenward [515], developed sensitivity analysis tools.

1.4.2 Censored survival data

Let us now turn to, possibly censored time-to-event data. In [320], Braekers and Veraverbeke

extended the Koziol-Green model to dependent censoring. Weak convergence has been shown

of a non-parametric estimator of the conditional distribution functional and its efficiency over
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the general copula-graphic estimator has been shown. Gaddah and Braekers [383] gave further

consideration and proved the weak convergence of the conditional copula-graphic estimator. Fur-

thermore, they develop a asymptotic confidence band for this estimator. In [367], Veraverbeke

explored non-parametric estimators for several functionals of the distribution function when the

observations are subject to right censoring and when covariate information is taken into account.

In this paper, new results are obtained for the mean and median of the residual lifetime in a re-

gression context. In non-parametric regression, it is common to assume independence between the

error and the covariate. Braekers and Van Keilegom [224] generalized this by assuming a family

of copula functions instead of independence. They established the asymptotic normality of the

parameters of the copula family and the weak convergence of the conditional distribution of the

response.

Estimation of copula functions is also a point of interest. In [553], Molanes, Van Keilegom

and Veraverbeke obtained a very general result on empirical likelihood with non-smooth criterion

functions in which copula estimation appears as an important particular example. A full study

of kernel estimation of copulas has been done in Omelka, Gijbels and Veraverbeke [554]. Weak

convergence is the main result and goodness-of-fit testing is one of the applications.

For censored data, non-parametric estimation of a density function, using ideas of pre-smoothing

have been studied in [143]. Pre-smoothing of the Kaplan-Meier estimator has been shown to be

more efficient. In [143] local linear estimation techniques are used in the pre-smoothing step, either

directly or via a local logistic approach. This type of pre-smoothing is compared to a Nadaraya-

Watson type of pre-smoothing that had been used before. An extensive simulation study revealed

that the use of a local logistic pre-smoothing leads to very good performance.

In [436], Antoniadis, Fryzlewicz, and Letué proposed a semi-parametric shock model for two

dependent failure times where the risk indicator of one failure time plays the part of a time-varying

covariate for the other one. They proposed maximal partial likelihood estimators, establish the

large sample properties of the estimators, and illustrated the results by a short simulation study

and an application to a real data set in demography.

In [345], Massonnet, Janssen, and Burzykowski propose an alternative approach in which the

original problem of “fitting a frailty model” is reformulated into the problem of “fitting a linear

mixed model” using model transformation. Based on a simulation study, they show that the

proposed method performs well for data sets with moderate to large samples sizes within covariate

level subgroups in the cluster. This transformation idea also works for multivariate proportional

odds models and multivariate additive risks models. In [561], Massonnet, Janssen, and Duchateau

study a semi-parametric and a nonparametric two-stage estimation approach for copulas for four-

dimensional survival data. They briefly discuss the asymptotic behaviour of the estimators obtained

in the first and the second step of the estimation. A pseudo likelihood ratio test is used to select

an appropriate copula from the power variance copula family. We propose a bootstrap algorithm

to obtain a p-value for this test.

UCL has been very active in the area of regression with incomplete, mostly censored, data.

Hence, there is a close connection with WP1. [21] addressed estimating non-parametrically a

regression function, when the response variable is subject to various filtering schemes. Both the
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mean and the median regression case are considered. The authors presented a completely non-

parametric estimation methodology, assume that the error is independent of the covariate, and show

how to construct a more efficient estimator that takes account of the common shape. In [22], the

authors first proposed a new estimator of the joint distribution of a d-dimensional covariate X and

a univariate response Y , that is subject to random right censoring. The estimator overcomes the

common curse-of-dimensionality problem, by using a new dimension reduction technique. Second,

they assumed that the relation between X and Y is given by a single-index model, and proposed a

new estimator of the parameters in this model. Further, consider a non-parametric location-scale

regression model, where the error is independent of the covariate. The response and the covariate

are subject to selection bias. [26] constructed tests for the hypothesis that the regression function

belongs to some parametric family. The proposed tests compare the non-parametric MLE (NMLE)

based on the residuals obtained under the assumed parametric model, with the NPMLE based on

non-parametric residuals. In [32], a semi-parametric time-varying coefficients regression model

was considered, which reduces for special choices of the link function to e.g., the additive hazards

model or the Cox proportional hazards model with time dependent coefficients. The response is

supposed to be subject to left truncation and right censoring. The authors constructed an omnibus

goodness-of-fit test for this model, and they developed the asymptotic distribution of the proposed

test. Finally, consider a pair of gap times corresponding to two consecutive events, which are

observed subject to random right censoring, and suppose the gap times satisfy a non-parametric

location-scale regression model. Under this model, [33] proposed a non-parametric estimator of

the distribution of the error variable. They then use the proposed estimator to introduce non-

parametric estimators for important targets such as: (a) the conditional distribution of the second

gap time given the first; (b) the bivariate distribution of the gap times; and (c) the so-called

transition probabilities.

In [458], under a nonparametric regression model, Boente, González-Manteiga and Pérez González

introduce two families of robust procedures to estimate the regression function when missing data

occur in the response. The first proposal is based on a local M-functional applied to the condi-

tional distribution function estimate adapted to the presence of missing data. The second proposal

imputes the missing responses using the local M-smoother based on the observed sample and then

estimates the regression function with the completed sample. They show that the robust proce-

dures considered are consistent and asymptotically normally distributed. A robust procedure to

select the smoothing parameter is also discussed. In [460], Cao and González-Manteiga study the

problem of specification tests for conditional models when the data are subject to left truncation

and right censoring. A general method is applied to derive tests for the polynomial regression, the

proportional hazards, the additive risks and the proportional odds models. Bootstrap versions to

approximate the critical values of the test are introduced and proved to work both from a theo-

retical viewpoint as well as in a small simulation study. In longitudinal studies of disease, patients

can experience several events through a follow-up period. In these studies, the sequentially or-

dered events (gap times) are often of interest. The events of concern may be of the same nature

(e.g., cancer patients may experience recurrent disease episodes) or represent different states in

the disease process (e.g. alive and disease-free, alive with recurrence and dead). If the events are
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of the same nature this are usually referred as recurrent event, whereas if they represent different

states (i.e., multi-state models) they are usually modeled thought their intensity functions. In

[472], Meira-Machado, Cadarso Suárez, and de Uña Álvarez present non-parametric estimators for

several quantities in a progressive three state model. They derive a simple estimator for the bi-

variate distribution function for censored gap times and estimators for the transition probabilities.

The main objective of Pérez González, Vilar Fernández, and González-Manteiga in [495] is the

non-parametric estimation of the regression function with correlated errors when observations are

missing in the response variable. Two non-parametric estimators of the regression function are

proposed. The asymptotic properties of these estimators are studied; expressions for the bias and

the variance are obtained and the joint asymptotic normality is established.

1.4.3 General incomplete data structures

Unobserved data structures can take forms beyond missing data and censored survival data. An

important latent structure is random effects, often in conjunction with incomplete data. An encom-

passing name, coined by Verbeke and Molenberghs [559], is data enrichment. These authors,

in line with [533], demonstrated that the predictive distribution of unobserved outcomes in the

missing data context, but also the posterior random-effects distribution, are unobservable from the

data alone and, therefore should be approached with the utmost caution. Such findings are impor-

tant when pursuing model assessment with latent structures, such as done by Alonso, Litière, and

Molenberghs [313, 342] for the random-effects distribution in the generalized linear mixed model.

Goegebeur, De Boeck, Wollack, and Cohen [138] proposed an item response model for dealing

with so-called test speededness. The model consists of two random processes, a problem solving

process and a random guessing process. Goegebeur, De Boeck, and Molenberghs [548] applied

local-influence diagnostics for the detection of test speededness in a model describing non-response

in test data. This approach is compared to the optimal person fit index (Drasgow and Levine,

1986) and and empirical Bayes estimate of test speededness random effects.

Carpenter et al [506] provided empirical evidence that the so-called Copas selection model can

usefully be used in a large fraction of meta-analyses in clinical studies.

1.4.4 Books and interactions

The interactions and collaborations between network partners in relation to WP3 and between

WP3 and other packages, are manifold. Given that latent structures can be conceived as a form of

incompleteness, there are strong and natural links between WP3 and WP4. Incidentally, various

book projects are situated within WP3 and on this particular bridge between the two packages.

A lot of the work on survival analysis incorporates latent structures (WP4), termed frailties in

this context, and, at the same time, deals with censoring (WP3). The book by Duchateau (UG)

and Janssen (UH) [563], dedicated to the frailty model, combines incompleteness and latent struc-

tures. Much of the work on longitudinal data (WP4) faces issues of incompleteness (WP3), as

well. Geert Verbeke (KUL-2) and Geert Molenberghs (UH) are co-editors, jointly with Garrett

Fitzmaurice (Harvard School of Public Health, Boston, MA) and Marie Davidian (North Carolina

State University, Raleigh, NC), on the state-of-the art volume on recent advances in longitudinal
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data analysis (WP4), with an important focus on incomplete data and sensitivity analysis (WP3)

[564].

The sensitivity analysis work is often to be situated within the context of mixed models or other

modeling context for hierarchical data, thus placing itself at the crossroads of WP3 and WP4. It is

here that the work of Kenward and Carpenter [502] and by Carpenter and Plewis [505] are aimed

at. Rizopoulos, Verbeke, and Molenberghs [535] studied the behavior of shared-parameter models

under random-effects misspecification. This work connects various themes within WP3 (sensitivity

analysis, shared-parameter models, and other latent structures) and within WP4 (random effects

structures).

In a collaboration between UG and Harvard-based colleagues, [301] discusses various ways to

improve the design, monitoring, and analysis of late-stage randomized clinical trials of biomedical

interventions to prevent HIV infection. The main goal of these endeavors is to increase the chances

that such trials will detect a beneficial effect on HIV risk and to more fully assess how adherence

to the intervention influences the said risk, as well as to assess the intervention’s effect on HIV risk

behavior. Causal inference methodology and dynamic treatment regimes are at the heart of the

methodology used.

The work on the evaluation of surrogate markers from clinical studies, described in the next

section, is located at the interaction between WP3, WP4, and WP5.

1.5 Work package 4: Data with latent heterogeneity

In many situations, statistical models are used that assume the presence of latent, unobservable,

structures to explain the variability observed in the data. Exactly the fact that those structures,

by definition, can never be observed poses particular problems with respect to identifiability, as

illustrated by Verbeke and Molenberghs [559]. Nevertheless, those models have proven to be very

useful in various contexts, and some illustrations of this will be summarized in Section 1.5.1. In

a number of applications, latent structures are needed at various levels, implying models with so-

called crossed random effects. Some examples will be discussed in Section 1.5.2. Many statistical

models employ latent structures to generate association structures in correlated data settings. One

particular application is the construction of models for the joint analysis of multiple outcomes. An

number of examples will be discussed in Section 1.5.3. Many standard statistical models are based

on very strict underlying assumptions. So are many mixed models. In specific applications, model

assumptions need to be relaxed in order for the models to be realistic for specific data sets at hand.

Examples are presented in Section 1.5.4. Although the models studied in this work package have

been around for several decades, they still pose specific problems with respect to model fitting,

and there is often lack of software to fit the particular models needed to answer subject-matter

research questions. Contributions on this will be discussed in Section 1.5.5.

1.5.1 Applications of models with latent structures

When the latent structures are assumed to be of a continuous nature, one traditionally refers to

the models as mixed-effects models. Often the models are linear, generalized linear, or nonlinear

regression models in which some parameters are assumed to be sampled from a continuous ditribu-
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tion, often assumed (multivariate) normal. Those random effects can have various interpretations

such as levels of general pracitioners in a multicenter study (Borgermans et al. [201]), levels of hos-

pitals in a study comparing various hospitals with respect to patient safety (Lesaffre et al. [217]),

or patient effects in longitudinal studies (De Wit et al. [205]). Research areas where random-effects

models are frequently applied include the evaluation of surrogate endpoints in clinical trial set-

tings ([349, 323, 322, 324]) in medical research, and item response, diffusion, and Rasch models in

psychometric research ([138, 105, 133, 173]). Often, random effects are used to implicitly model

correlation structures in the data. A typical example is the analysis of repeated measurements,

where the correlation between repeated measurements from the same subject is modeled through

random subject-specific coefficients, shared by those repeated measurements. Examples can be

found in Oravecz, Tuerlinckx, and Vandekerckhove [113] and Molas and Lesaffre [237]. In the lat-

ter paper, three different mixed models are compared for the analysis of scores that are constrained

within an interval and measured repeatedly over time. Vangeneugden et al [363] used generalized

linear mixed model to extend psychometric generalizability theory. Related, work, in the context of

reliability, was done by Laenen et al [390, 391, 422]. Other examples of mixed models can be found

in Van Nijlen and Janssen [157], González, De Boeck, Tuerlinckx [479], and Menten, Boelaert and

Lesaffre [218].

Sometimes, the latent variables are assumed to be discrete. The models are then referred to

as mixture models. Sometimes, mixture models are used because they are very flexible, often

posing less strict assumptions than other parametric models. An example is given by Beunckens

et al. [525] for the analysis of longitudinal data subject to dropout. Another advantage of mixture

models is that they provide a natural way of detecting clusters and/or of classifying observations

in mixture components. For example, Vanneste et al. [243] have applied mixture models to detect

chromosomal and segmental aneuploidies in single cells, based on smoothed clone-specific posterior

probabilities for the presence of deletions or duplications. Frederickx et al. [106] study Differential

Item Functioning (DIF) by introducing an item mixture model based on a Rasch model with

random item difficulties, and simulations show that this new model performs better than other

traditional methods. Finally, Van Nijlen and Janssen [121] have applied mixture item response

theory models to distinguish between quantitative and qualitative differences in mastery and to

use latent groups, rather then manifest groupings like gender or grade.

Another area where models with latent structures have proven very useful is in the evaluation

of surrogate markers in clinical studies, where complex hierarchical structures are often neeeded.

Molenberghs et al [349] studied the highly hierarchical meta-analytic framework for the evaluation

of surrogate endpoints. Alonso and Molenberghs [311] employed information theory to provide

both an elegant, unifying, mathematically sophisticated, and computationally simple framework,

based on classical information theory. The framework was studied in further detail by Tilahun

et al [360] and, in an invited review paper, by Molenberghs et al [397]. Alonso and Molenberghs

[312] and Burzykowski et al [321] discussed the hopes and perils that rest with surrogate marker

evaluation. Burzykowski et al [322, 323, 324] carefully studied surrogate marker evaluation in the

context of oncology. A variety of methods to evaluation so-callled trial-level surrogacy was studied

by Cortiñas, Shkedy, and Molenberghs [327]. Application of surrogate-marker methodology to
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different contexts were studied by Tilahun et al [361] and by Alonso et al [373].

1.5.2 Crossed random effects

Crossed random effects occur when random variation is to be introduced at different levels in the

model. For example, González, Tuerlinckx, and De Boeck [111] used crossed random effects mod-

els for the analysis of complex designs with ANOVA-type models containing multivariate random

effects for the analysis of interactions between fixed and (nested) random factors. Vandekerckhove,

Verheyen, Tuerlinckx [119] use a crossed random effects diffusion model in the analysis of of choice

reaction times, with item-specific and person-specific random effects. Finally, Janssen [174] pro-

poses a random-effects extension of the linear logistic test model to model the effect of item design

matrices within the Rasch model. The estimation of the resulting crossed random-effects model is

discussed, as well as related models within item response theory.

1.5.3 Latent structures for joint modeling

Many subject-matter research questions can only be answered by modeling several outcomes jointly.

Assuming a mixed or mixture model for each outcome separately and allowing the latent structures

to be common or correlated for the various outcomes, implies joint models in a very straightforward

way. For example Fieuws et al. [207] use this approach to jointly model 4 different markers,

measured longitudinally in patients who have undergone renal transplantation. The aim is to

anticipate a failure of the renal graft. It is shown that this a joint model allows for a much better

prognosis than what was available before based on univariate models. Rizopoulos et al. [221] and

Tsonaka, Verbeke and Lesaffre have used latent variables to jointly model a survival outcome with a

longitudinally measured binary outcome. In [97], Braeken, Tuerlinckx, and De Boeck use a latent

variable framework to model multivariate binary anomaly data as provided in some teratology

studies. The usual conditional independence assumption, i.e., the assumption that the outcomes

are independent conditionally on the latent variables, is relaxed by means of copula functions and

the distribution of the latent variable is kept flexible through a finite mixture of normals.

1.5.4 Model extensions and/or flexible models

Many standard mixed and mixture models rely on very strict assumptions. In specific applications

those assumptions need to be relaxed in order for the models to be realistic for specific data

sets at hand. For example, Komárek and Lesaffre [211] use penalized Gaussian mixture model

to analyze longitudinal random effects data with an emphasis on modeling the random effects

distribution in a flexible manner. This allows to examine the impact of the Gaussian distribution

on the estimation of the fixed effects part of the model. The conclusion was that the impact of the

correct choice of random effects distribution varies from situation to situation. A similar model

was used by Bogaerts and Lesaffre [200] for the estimation of the association between two interval-

censored outcomes. They showed that the approach works well in many realistic situations and

that it is superior to other existing approaches. In order to keep the model very flexible, all these

authors allowed for (very) large amount of mixture components, and model fitting was based on

a penalized likelihood approach. In a similar model but different context, Tsonaka, Verbeke, and
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Lesaffre, [226] replaced the penalized likelihood approach by an estimation method based on the

vertex exchange method, an algorithm borrowed from the finite mixture literature. Gampe and

Eilers [448] compared mortality data from different countries (at the same age and in the same

year) using models with a smooth, non-parametric, mixing distribution of the log mortality rates.

In a dental context, Mwalili, Lesaffre and Declerck [220] model zero-inflated counts observed

for the dmft-index which is the sum of milk teeth with caries experience. Zero-inflation occurs

because of correlation among caries experience on teeth in the same mouth, but this also implies

the overdispersed distribution of non-zero counts (negative binomial distribution). Since scoring

caries is not always straightforward, an appropriate analysis needs to correct for misclassification.

Vandekerckhove, Tuerlinckx, and Lee [118] have combined the Wiener diffusion process for

choice response times with techniques from psychometrics in order to construct a hierarchical

diffusion model. This lead to a modeling framework that is highly flexible and easy to work

with. The same authors have also considered the Ratcliff diffusion model, a well developed process

account of the time course of human decision-making in two-choice tasks, and suggest adopting

Bayesian estimation methods of the parameters. This method promises to broaden the scope of

psychological problems the models can address [156].

1.5.5 Development of estimation methods and software

Since model extensions are often required to address subject-matter research questions adequately,

standard estimation methods and/or standard software tools often do not suffice to fit the models at

hand. In this work package, several teams have contributed to the development of new estimation

theory, fitting algorithms and/or software.

For the fitting of mixed models, with continuous latent variables, standard software relies on ap-

proximation methods of the model or the data. Methods such as marginal quasi-likelihood (MQL)

and penalized quasi-likelihood (PQL) are easy to implement, but often lead to biased parameter

estimates. Alternatively, quadrature methods can be used, but they are often very unstable and

time-consuming, especially in models with many random effects. Ghidey, Lesaffre, and Verbeke

[208] have compared various methods for the estimation of the latent variable distribution, in

the context of linear mixed models. Rizopoulos, Verbeke, and Lesaffre [238] propose to use fully

exponential Laplace approximations, which have been shown to be fast, stable, and which yield

valid inferences for the parameters of interest. An alternative has been presented by Rijmen, and

Vomlel [152], who propose variational estimation, not requiring numerical evaluation of integrals,

based on a lower bound approximation of the logistic model. Valdivieso, Schoutens, and Tuer-

linckx [185] present extensive simulations to assess the properties of maximum likelihood estimates

in a one-dimensional stationary process of Ornstein-Uhlenbeck type that is constructed via a self-

decomposable distribution. In the context of frailty models for survival data, Massonnet, Janssen,

and Burzykowski [345] have proposed a novel estimation method which uses a cumulative hazard

based transformation to transform the data in such a way that the data can be analyzed using a

linear mixed effects model. The properties of the method are studied by using a simulation study

and a real life case study. Wetzels et al. [189] explore the statistical properties of the Expectancy

Valence model of the Iowa gambling task. A Bayesian hierarchical estimation procedure is imple-
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mented and applied to data from an experimental study. Finally, Magis and Raiche [112] propose

an iterative maximum a posteriori estimator in item response theory as an enhanced technique for

estimating proficiency levels. This new estimator is compared to classical methods by means of

simulations. Also in a Bayesian framework, Goldstein et al. [507] propose a MCMC algorithm for

fitting a multilevel mixed model and apply this for multilevel multiple imputation.

As far as software development is concerned, De Boeck, Cho, and Wilson [99] propose an es-

timation method, possible with easily available softward, for the fitting of a one/two-dimensional

mixture model for DIF. Vandekerckhove and Tuerlinckx [155] present a software tool freely down-

loadable, intended to make the Ratcliff diffusion model for reaction time and accuracy data more

accessible to experimental psychologists. Braeken, Tuerlinckx, and De Boeck [98] developed a

MATLAB IRT modeling (IRTm) toolbox that can fit a large variety of IRT models, with inclusion

of recent developed copula IRT models to handle local item dependencies.

1.6 Work package 5: Highdimensional and compound data

Highdimensional data and compound data occur in different disciplines, and the methodological

problems that need to be solved differ accordingly. Therefore, the research output in this work

package is split up in three domains: bioinformatics, data mining and psychometrics.

1.6.1 Bioinformatics

At UG, Vansteelandt et al. [250] develop phylogenetic models that acknowledge dependence be-

tween neighboring nucleotides on the DNA/RNA string with corresponding MCMC inference tech-

niques. Vansteelandt et al. [286] further develop gene-environment interaction tests for family-

based association studies, which are robust to population admixture and for specification of the

genetic model, other than the main genetic effect. Moerkerke and Goetghebeur [272] evaluated

two separate approaches to avoid a dramatic loss in power when controling for the experiment-

wise type I error when the association between many genetic markers and a trait is evaluated.

First to increase power through a two stage design, allowing genes to be dropped or confirmed in

a first phase and only use op the full sample size if there remains uncertaint. The second balances

evidence from both the null and the alternative hypothesis before ranking the genes in order of

promise. Here both approaches are combined in a set up for cost efficient screening. Van Nieuwer-

burgh et al. [249] evaluate two methods commonly used to report on evidence carried by forensic

DNA profiles: the ’Random Man Not Excluded’ (RMNE) approach and the likelihood ratio (LR)

approach. It is often claimed a major advantage of the LR method that drop-out can be assessed

probabilistically. In this paper, a new RMNE measure is proposed that likewise accounts for allelic

drop-out in an observed forensic DNA profile.

In phenotyping experiments with transgenic rice, different sources of variation, such as so-

maclonal variability and insertion variability occur. Dewolf et al. [267] propose mixed model

techniques to separate the different sources of variability from each other to assess the effect of the

inserted gene and its variability in a correct way.

At UH, Van Sanden et al. [366] performed a simulation study to investigate the performance of

several gene selection methods in combination with several classification techniques in the microar-
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ray context. The stability of the methods with respect to distributional assumptions is examined by

also considering data simulated from a symmetric and asymmetric Laplace distribution in addition

to normally distributed microarray data. Lin et al. [341] investigated, by using a simulation study

and a case study, the performance of SAM in the many to one microarray experiments. In partic-

ular, the influence of the presence of genes with a small variability on operational characteristics

of SAM is evaluated.

Highdimensional data are encountered frequently in modern genetics. One problem, tackled

by Rippe et al. [450] of UU, is to estimate genotypes of SNPs (single nucleotide polymorphisms)

reliably from fluorescence data. Remarkably stable patterns can be found in these signals, offering

good opportunities for improved accuracy of SNP genotyping. Once SNPs have been genotyped,

the haplotype problem comes into play: estimating and separating the states of two binary strings

(representing two chromosomes) from their sum. A penalized composite link model is proposed

and applied by Uh and Eilers [452].

At USC, Crujeiras and González-Manteiga [545] comment on the work by Tyekucheva and

Chiaromonte (2008). They revise the different ways of solving the problem caused by the singu-

larity of the estimated covariance matrix, starting from the estimation of a pseudo-inverse and

also considering bagging techniques for generating averages of pseudo-inverse covariance matrices.

The authors propose a new estimator of the covariance matrix and its inverse is obtained by the

baugmented Bootstrap. The performance of this estimator is checked by a simulation study and

some real data applications.

1.6.2 Data mining

The development of robust techniques in data mining is partially a joint research effort of re-

searchers of UG and KUL-1. Hubert et al. [531] review recent robuts methods for multivariate

setting such as covariance estimation, multiple and multivariate regression, discriminant analysis,

principal components, and multivariate calibration. Salibian-Barrera et al. [276] describe fast and

robust bootstrap methods in general and consider its application to perform inference based on

robust estimators for the linear regression and multivariate models. Confidence and prediction

intervals and tests of hypotheses for linear regression models are studied as well as inference for

location-scatter parameters, principal components, and classification error estimation for discrim-

inant analysis.

At UH, Valkenborg et al. [364] propose an approach to construct a diagnostic classification rule

based on proteomic mass spectrometry. The rule is developed on a test dataset and evaluated on

a validation data set of mass spectra obtained from breast cancer patients. Valkenborg et al. [364]

further develop a model that allows to predict the isotopic distribution of peptides. The predicted

distribution is then used to discover peptide related peaks in mass spectra. Finally, Burzykowski

et al. [413] review approaches, which use the concept of the isotopic distribution to discovering

peptide related peaks in mass spectra.

At UCL, data mining in chemometrics is considered. One of the major difficulties within the

context of the development of chromatographic methods consists in the automated detection of the

peaks coming from complex chemical matrices. Debrus et al. [9] propose an integrated methodol-
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ogy based on Independent Components Analysis (ICA) and clustering to solve this problem and

applies it ICA successively to HPLC-UV-DAD chromatograms. A new method for modeling chro-

matographic responses is presented by Lebrun et al. [52] as a critical piece for the achievement of

automated development of analytical methods. This methodology combines experimental design,

multivariate response surface modeling, multi-criteria optimization and uncertainty estimation by

Monte Carlo simulations to derive optimal analytical parameters in chromatographic frameworks.

NMR-based metabonomics discovery approaches require statistical methods to extract, from large

and complex spectral databases, biomarkers or biologically significant variables that best repre-

sent defined biological conditions. Rousseau et al. [58] explore the respective effectiveness of six

multivariate methods in this context : multiple hypotheses testing, supervised extensions of princi-

pal (PCA) and independent components analysis (ICA), discriminant partial least squares, linear

logistic regression and classification trees.

At UU, Blasius et al. [444] advice on how the construction of biplots can be improved. One

way to summarize and display highdimensional data is projection on principal components. Both

observations and variable can be represented in biplots. Unfortunately most biplots are much less

informative than they could be.

1.6.3 Psychometrics

Highdimensional and compound data also occur frequently in the psychological literature. At

KUL-1, different new techniques are developed to cope with these data complexities.

Ceulemans and Van Mechelen [130] introduce a new model (CLASSI) to chart how individual

differences in the stimuli-response (S-R) profiles are caused by individual differences in the stimuli-

mediating variables (S-M) link and/or by individual differences in M-R link. An algorithm to fit

CLASSI is described and evaluated. Depril et al. [134] propose three new algorithms to fit an

overlapping additive clustering model in two-way two-mode data analysis. Simulations show that

all three outperform the existing principal cluster model (PCL). González et al. [479] present a

model which simulatenously accounts for the three ways in three-way data. Random effects are

used to model the between-actor variability, and structural relations between the linking variables

are investigated. Kuppens et al. [147] present a theoretical framework to explain individual

differences in situation-specific emotional experience in terms of three different sources of variance.

The relative contribution and nature of these sources was examined empirically for the experience

of anger. Leenen et al. [148] present a stochastic extension of the hierarchical classes model for

two-way two-mode binary data. A fully Bayesian method for fitting the new models is presented

and tools for model selection and model checking are proposed. Schepers et al. [154] investigate

four possible model selection heuristics in the framework of multi-mode partitioning models for N-

way N-mode data. Performance of these four heuristics is systematically compared in a simulation

study. Wilderjans et al. [158] present a global model for an integrated analysis of a three-way

three-mode binary data array and a two-way two-mode binary data matrix that have one mode

in common. The model is evaluated by means of a simulation study. Ceulemans and Kiers [164]

suggest to consider that variance in three-way three-mode data can be decomposed into three

components: random noise, strong CP or T3 structure, and weak T3 structure. Simulations based
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on re-analysis of real data sets show the improvements of this working hypothesis. Leenen and

Ceulemans [178] compare INDCLASS and Tucker3-HICLAS hierarchical models for multi-way

multi-mode data analyses. The underlying theory is introduced in substantive terms. Schepers

and Hofmans [181] present a free, easy-to-use MATLAB graphical user interface (TwoMP) for two-

mode partitioning models, specifically developed for nonspecialist users. The basic use of TwoMP

is demonstrated using an example. Timmerman et al. [184] propose different bootstrap strategies

for estimating confidence intervals of the parameters in multilevel simultaneous component analysis

framework. Wilderjans et al. [190] compare two weighting schemes in the framework of coupled

data blocks (N-way N-mode data blocks that have one or more modes in common) and a weighted

overall objective function. Finally, Timmerman et al. [183] contributed a book chapter that

deals with multilevel simultaneous component analysis, which models multivariate data that have

been repeatedly gathered from more than one individual in an exploratory way. The goal of

their modeling is to identify meaningful sources of the intra-individual variability in the observed

variables, and to investigate whether and how the sources of intra-individual variability differ across

individuals.
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2 Network Activities

2.1 Web site and newsletter

All activities of the IAP-statistics network can be followed very closely from our web site. The

address of the web site is

http://www.stat.ucl.ac.be/IAP/PhaseVI.

The web site contains e.g. the following information:

• Our logo

• Call for applications

• Description of the project

• List of scientific personnel working under the IAP project

• Downloadable member list

• Research activities (workshops, seminars, short courses,...)

• Downloadable technical reports, list of publications and list of books written my members of

the network

• Annual reports and reports of scientific meetings

• Contact details

In addition an electronic newsletter is sent out every month to all IAP-members. In this

newsletter, new activities (seminars, short courses, meetings, ...) are announced and a link to the

appropriate web page is added for more details. The newsletter also contains a link to the updated

list of publications and technical reports of the network.

2.2 Scientific meetings

2.2.1 Annual workshop

The annual workshop of 2008 entitled ‘Missing Information in Survival Data Beyond Right Cen-

soring’ was organized by the University of Ghent on 18-19 September 2008. It focused on the

cornerstone ‘Data’, which is one of the three cornerstones on which the IAP project is based (the

two others being ‘Models’ and ‘Methods’). The local organizer was Luc Duchateau. The workshop

focused on new methodological developments for survival data when specific information is ab-

sent. Examples of missing information are interval-censoring, competing and semicompeting risks

problems and frailty models. Three keynote speakers were invited: Rick Chappell (University of

Wisconsin, USA), Jianguo Sun (University of Missouri, USA) and Jerry Lawless (University of

Waterloo, Canada). Furthermore, there were contributed sessions organized around the five work

packages of the network. Many contributed papers from the whole IAP network were presented.
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A total of 75 IAP members participated to this workshop. A social activity (guided tour through

Ghent, followed by an informal lunch) was organized on September 20, in order to stimulate inter-

actions (both scientifically and socially) in the network.

The next annual workshop will be organized by the KUL-2 group. It will take place on 19-20

November 2009, and the focus will be on the cornerstone ‘Models’. The local organizers are Geert

Verbeke and Geert Molenberghs. The annual workshop of 2010 will be organized by the KUL-1

partner and will be focused on the cornerstone ‘Methods’. The final workshop in 2011 will be

organized by the UCL partner.

2.2.2 Meetings

The following meetings were organized by the network in 2008:

• On September 10, 2008, Norman Breslow received an honorary doctorate from UH and KUL-

2 combined, at the occasion of the start of the Interuniversity Institute for Biostatistics and

statistical Bionformatics (I-BioStat), a joint venture of UH and KUL-2. It is fair to say that

this well advanced level of collaboration has been catalyzed by the IAP-Network in Statistics.

Incidentally, Norman Breslow has published extensively in the fields of models with latent

structures, such as the overdispersed Poisson model and the generalized linear mixed model.

He is considered one of the founding fathers of the latter.

• On October 16-17, 2008, the 16th Annual Meeting of the Belgian Statistical Society took

place in Wépion-Namur. The IAP network took part in the organization of this meeting,

and organized one session, with Vladimir Spokoiny (Weierstrass Institute, Berlin) as invited

speaker. The IAP network sponsored this meeting for the first time. The idea is to do this

on an annual basis, to increase the visibility of the network within the Belgian statistical

community.

• On November 5-7, 2008, the ‘International Seminar on Nonparametric Inference’ (ISNI2008)

took place in Vigo, Spain. The meeting was co-organized by the European partner of Santiago

de Compostela under the heading of the IAP network. Three members of the IAP network,

as well as A. Davison (member of the follow-up committee) gave invited lectures on this

meeting. Many members of the network participated to this meeting (especially from UCL,

UH and UJF).

• On November 12-14, 2008, an international workshop on ‘Flexible modelling: smoothness

and robustness’ was held at KUL-1 (main organizer: I. Gijbels). Two of the ten invited

speakers were members of the IAP-network. The international workshop was attended by

approximately hundred participants including several members of the IAP-network.

2.3 Organization of the network: administrative meeting

The annual administrative meeting took place on 19 September 2008 at UG, during the annual

workshop. The meeting was attended by:
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• For Belspo : V. Feys

• For the follow-up committee : A. Davison (EPFL, Lausanne)

• For the network : A. Antoniadis (UJF), R. Crujeiras-Casais (UCL), L. Duchateau (UG),

P. Eilers (UU), I. Gijbels (KUL-1), E. Lesaffre (KUL-2), L. Simar (UCL), S. Van Bellegem

(UCL), I. Van Keilegom (UCL), N. Veraverbeke (UH), G. Verbeke (KUL-2).

R. Crujeiras-Casais also represented W. González Manteiga (USC).

The participants to this administrative meeting discussed issues related to past and future

scientific activities organized by the network, scientific collaborations in the network, work val-

orization (such as web page, reports, ...), network organization, management and visibility. A

detailed report on this meeting was sent to all participants.

2.4 Collaborations, working groups and seminars

2.4.1 Collaborations

The IAP network is working on a broad range of research topics in statistics. There is a large

number of scientific collaborations within the network, as can be seen from the list of technical

reports and publications (see Section 3, and in particular Subsection 3.10, where all joint technical

reports and publications are collected). Below, we mention a few examples of ongoing collaborations

between members of different teams of the network.

• Geert Molenberghs (UH), Geert Verbeke (KUL-2) and Michael G. Kenward (LSHTM) are

involved in an on-going project on the use of pseudo-likelihood methods when data are

incomplete. To this effect, inverse probability weighting is being investigated. The same

team members are involved in the development of a broad complex modeling framework

that can deal with two important aspects simultaneously: (1) overdispersion owing to the

non-Gaussian nature of the outcome; (2) within-unit correlation owing to the hierarchical

nature of the design. This framework is also of use to Geert Molenberghs (UH) and Paul

De Boeck (KUL-1) to derive explicit correlation functions for broad classes of item response

theory models. Currently, correlations are either numerically approximated or calculated at

latent scales.

• Paul Janssen (UH), Luc Duchateau (UG), Catherine Legrand (UCL) and PhD students of

their respective research groups are working together on projects related to frailty models

and competing risks in survival analysis. P. Janssen and L. Duchateau have also written

together a Springer book on that topic that was published in 2008.

• Iven Van Mechelen (KUL-1) and Geert Verbeke (KUL-2) are both partners in a KUL Center

of Excellence for computational systems biology. Their teams have made several method-

ological contributions in the context of statistical bioinformatics, which have lead to new

biological and medical insights.

29



• There exists a lot of collaboration between the KUL-1 team (Irène Gijbels, Anneleen Verhas-

selt) and the team of Grenoble (Anestis Antoniadis). These collaborations resulted already

in several joint papers. A PhD student of the KUL-1 team (A. Verhasselt) spent in spring

2008 2-3 months at the University of Grenoble, working on a joint project between KUL-1

and UJF.

• Ingrid Van Keilegom (UCL) continues her extensive collaborations with members of the USC

group (Wenceslao González-Manteiga, Carmen Cadarso-Suárez, Rosa Crujeiras Casais) on

problems related to goodness-of-fit testing for random effects models, nonparametric esti-

mation and inference for models for successive survival times, and inference for censored

spatial data. R. Crujeiras-Casais worked as an IAP postdoc at UCL in 2008 to work on

these and other topics related to the network. Moreover, W. González-Manteiga and R.

Crujeiras-Casais visited the UCL in February 2008 for three weeks.

• There are also ongoing collaborations between the teams of KUL-1 and UJF on variable

selection within the context of mixture models.

• Irène Gijbels (KUL-1), Noël Veraverbeke (UH) and Marek Omelka (IAP-postdoc working 6

months at KUL-1, followed by 6 months at UH) continue working on problems related to

nonparametric copula estimation.

2.4.2 Working groups

Below are a few examples of active working groups in the network. They are an important tool to

stimulate interactions between network partners, and to stay informed of the research achievements

of other partners of the network.

• The working group on copulas is very active, and met approximately every two months

in 2008. The close collaboration between members of the KUL-1 and the UH within the

context of this working group led already to several joint publications of members of these

two universities.

• A working group on ‘sensitivity analysis for incomplete data’ is active and populated with

members of UH and KUL-2. Meetings take place roughly once a term. The work is targeted

at research problems, dissemination through education, consulting, and conferences. The

scope encompasses modeling strategies for incomplete data and to sensitivity analysis for

incomplete and coarse data. The group entertains contacts with the research community at

large, the biopharmaceutical industry, and regulatory authorities, such as the Food and Drug

Administration. Geert Molenberghs (UH) is a member of an international team convened by

the National Academy of Sciences, under contract to the Food and Drug Administration, to

provide guidelines on the treatment of incomplete data in regulated clinical trials.

• A working group on ‘evaluation of surrogate markers in clinical studies’ is active at UH. The

point of gravity is located within UH, but a large number of researchers from other Belgian

and foreign (France, UK, US) organizations and institutions participate on either a regular
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basis or in an ad hoc fashion. Often, visitors from abroad are received. The work is closely

connected to the remit of WP4, with ramifications to WP3 and WP5.

• A working group on ‘Competing risks in survival analysis’ consists of a group of about 15

researchers from UH, UG, UCL, as well as members from the EORTC (Brussels) and the

University of Liège. Both applied as well as more theoretical researchers take part in the

working group. In 2008, the working group met on January 17 (EORTC), March 19 (UH),

and June 9 (UG).

2.4.3 Seminars

Each of the participating partners organizes on a regular basis statistics seminars at their universi-

ties. Announcements of these seminars are sent out to most Belgian statisticians, including those

participating in the network.

Apart from the regular statistics seminars at the universities involved, several seminars have

been organized by the network itself, around central themes of the network. They are on some

occasions given by members of the network, in order to foster research interactions and exchange

of ideas. These seminars are indicated by a star (*).

• *February 8, 2008: Wenceslao González-Manteiga (USC), ‘Using SiZer map for testing prob-

lems’, at UCL.

• February 8, 2008: John Einmahl (University of Tilburg, The Netherlands), ‘Asymptotics for

the Hirsch index’, at UCL.

• May 13, 2008: Pieter Kroonenberg (Leiden University, The Netherlands), ‘Analysing two

cases of three-mode data’, at KUL-1.

• *May 16, 2008: Catherine Legrand (UCL), ‘A Bayesian approach to jointly estimate a ran-

dom effect and a random interaction in a proportional hazards model. Application to the

validation of a prognostic index in bladder cancer patients’, at UCL.

• *May 16, 2008: Noël Veraverbeke (UH),‘Copulas in survival models’, at UCL.

• *October 31, 2008: Noël Veraverbeke (UH), ‘Half a century of Kaplan-Meier estimation in

survival analysis (1958 - 2008)’, at KUL-1. The seminar (which was also announced as a

colloquim talk) attracted more than 50 researchers, going from very mathematically oriented

researchers to more applied statisticians, and was attended by Master students from several

disciplines (pure mathematics, statistics, actuarial sciences, ...).

• November 14, 2008: Dimitris Rizopoulos (Erasmus University, Rotterdam, The Netherlands),

‘Laplace approximations for joint models’, at UCL.

• *November 14, 2008: Goele Massonnet (UH), ‘Contributions to frailty and copula modelling

with applications to clinical trials and dairy cows data’, at UCL.
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2.5 Short courses

Several short (intensive) courses have been organized. These courses were intended for all members

of the network, and in particular (but not exclusively) for the PhD-students. The announcements

were each time sent out to all members and posted on the web site. No (or reduced) registration

fees were required for IAP-members.

A list of the short courses organized during the working year 2008 is given below.

• January 21-22, 2008: Short course on ‘Statistical inference for curve estimation and classifi-

cation’, by Lutz Dümbgen (University of Bern, Switzerland), at UCL.

• February 12-15, 2008: Short course on ‘Goodness-of-fit testing in regression’, by Wenceslao

González-Manteiga (USC), at UCL.

• March 3-4-5, 2008: Short course on ‘Local parametric estimation with applications in volatil-

ity estimation and risk management’, by Vladimir Spokoiny (Weierstrass Institute, Berlin,

Germany), at UCL.

• April 28-29, 2008: Short course on ‘Introduction to numerical techniques for statisticians’,

by Geert Molenberghs (UH), Francis Tuerlinckx (KUL-1) and Geert Verbeke (KUL-2), at

KUL, organized by KUL-1, KUL-2, UH.

• May 20-21, 2008: Short course on ‘Modeling with heavy tails and extremes’, by Sydney

Resnik (Cornell University, USA), at UCL.

• September 16-18, 2008: Short course on ‘On the bridge between genetics and statistics’, by

Amy Anderson (Western Washington University, USA), at UCL.

• October 20-21, 2008: Short course on ‘Financial time series’, by Timo Terasvirta (University

of Aarhus, Denmark), at UCL.

• November 3 and 5, 2008: Short course on ‘Statistical learning theory’, by Sarel Steel (Uni-

versity of Stellenbosch, South Africa), at KUL-1.

• November 14, 2008: Short course on ‘Penalised spline smoothing and geoadditive regression’,

by Thomas Kneib, Ludwig-Maximilians-University Münich, Germany, at KUL-1.

2.6 PhD and postdoctoral researchers

The postdocs financed by the IAP network have been hired after a joint call, collecting all the

positions offered by groups of the network in one single announcement, that was sent out on an

international scale to many universities in the whole scientific community. Among those hired, we

like to mention in particular the following two postdocs :

• Marek Omelka was an IAP postdoc coming from Prague University. He works for 6 months

at KUL-1 (October 2007-April 2008) followed by 6 months at UH (April 2008 - October

2008). A working group has been set up around his work, and related projects.
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• Rosa Crujeiras-Casais, who did her PhD at USC, was an IAP postdoc at UCL from August

2008 till December 2008. On January 1, 2009, she obtained an academic position at USC.

These types of postdoc positions are very interesting for the network, as it stimulates interac-

tions among the different groups.

Below are a few examples of IAP members that took part in the PhD jury at other universities

of the network. This participation is a very useful way to get familiar with the research carried

out at other groups of the network, and will be extended even more in the future.

• At UCL, Irène Gijbels (KUL-1) was part of the jury of G. Geenens, and Paul Janssen (UH)

was a member of the jury of B. Teodoreascu.

• At KUL-2, D. Rizopoulos, A. Jara Vallejos and S. Tsonaka defended their thesis. The

committee encompassed members of UH (Geert Molenberghs, Marc Aerts) and of KUL-1

(Irène Gijbels).

• At UH, about 10 PhD students defended their thesis in 2008. Members from KUL-1 (Irène

Gijbels, Francis Tuerlinckx), KUL-2 (Geert Verbeke), and UCL (Catherine Legrand) partook

in the various juries.

• At UJF, Irène Gijbels (KUL-1) was a member of the Habilitation jury of S. Lambert.

• At USC, Ingrid Van Keilegom (UCL) partook in the PhD jury of B. Pateiro-López.

2.7 Prizes obtained by network members

• The network has been involved in two Belgian Francqui chairs for the academic year 2008–

2009. Tom Snijders (member of the follow-up committee) is recipient of a chair awarded

to KUL-1. Geert Molenberghs (UH) is recipient of a chair awarded to the University of

Antwerp.

• Léopold Simar (UCL) is currently holder of the ‘Chaire d’Excellence Pierre de Fermat’,

Université Toulouse I (2008-09), which is a research chair financed by the ‘Conseil Régional

de Midi-Pyrénées’.

• Ingrid Van Keilegom (UCL) obtained in 2008 a five-year grant from the ERC (European

Research Council) for Starting Independent Researchers, and was elected Fellow of the IMS

(Institute of Mathematical Statistics).

• Geert Molenberghs (UH) and Geert Verbeke (KUL-2) received, for the third time, the

Excellence-In-Continuing-Education Award for 2008, for their joint short course ‘Models

for discrete repeated measures,’ taught on August 5, 2008, at the Joint Statistical Meetings

in Denver, U.S.A.
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3 Technical Reports and Publications

Below we provide the scientific output related to the IAP-statistics network. We give both the

Technical reports and the publications of network members in 2008 :

• Technical Reports: These are manuscripts that have been written in 2008, and have been

submitted for publication to an international journal. The reports are also available on our

web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_tr.html.

Each Technical Report has a number of the form TR08xxx, and we mention these reference

numbers below. The web site also contains the pdf-file of many of the Technical Reports.

• Refereed publications: We list all published papers in international journals in 2008 (with

refereeing system). We make the distinction between published papers and papers in press.

See also the IAP-Statistics Reprints Series on our web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_reprint.html,

for the published papers (reference numbers are of the form R08xxx). The papers in press

have a label of the form RP08xxx.

• Non-refereed publications: We also include (an incomplete list of) papers that have been

published without undergoing a peer review. The reference numbers are of the form NR08xxx

(for the published ones) and NRP08xxx (for the ones in press).

• Books: These are books written by members of the network, that are published by interna-

tional editors. They can also be found on the webpage

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_books.html

(reference numbers are of the form B08xxx and BP08xxx).

It is worth mentioning that the number of joint publications is increasing year after year.

Starting with 10 joint papers in 2002 (under Phase V of the network), the network produced a

total of 52 joint papers (all types confounded) in 2008.

Below we list the research output of the IAP-network for each of the categories described

above. We start with separate lists for each partner in the network, followed by a list of the

technical reports and publications that are co-signed by researchers from at least two different

groups from the network.

3.1 Université catholique de Louvain, UCL

3.1.1 Technical reports

[1] Badin, C., Daraio, C. and L. Simar, Optimal bandwith selection for conditional efficiency

measures : a data-driven approach, 2008. TR08038.
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[2] Beirlant, J., Joossens, E. and J. Segers, Second-order refined peaks-over-threshold modelling

for heavy-tailed distributions, 2008. TR08035.

[3] Böhm, H. and R. von Sachs, Structural shrinkage of nonparametric spectral estimators for

multivariate time series, 2008. TR08006.

[4] Bouezmarni, T., Rombouts, J. and A. Taamouti, Asymptotic properties of the Bernstein

density copula for dependent data, 2008. TR08042.

[5] Charpentier, A. and J. Segers, Tails of multivariate Archimedean copulas, 2008. TR08013.

[6] Crujeiras, R. M. and I. Van Keilegom, Least squares estimation of nonlinear spatial trends,

2008. TR08044.

[7] Daouia, A., Florens, J.P. and L. Simar, Frontier estimation and extreme values theory, 2008.

TR08008.

[8] Daskovska, A., Simar, L. and S. Van Bellegem, Forecasting the Malmquist productivity

index, 2008. TR08032.

[9] Debrus, B., Lebrun, P., Ceccato, A., Caliaro, G., Govaerts, B., Olsen, B., Rozet, E.,

Boulanger, E. and P. Hubert, Use of ICA on HPLC-DAD data and high-order statistics

to automatically achieve peak picking, 2008. TR08017.

[10] Einmahl, J. and J. Segers, Maximum empirical likelihood estimation of the spectral measure

of an extreme value distribution, 2008. TR08028.

[11] Ferraty, F., Van Keilegom, I. and P. Vieu, On the validity of bootstrap in nonparametric

functional regression, 2008. TR08027.

[12] Fils-Villetard, A., Guillou, A. and J. Segers, Projection estimators of Picklands dependence

functions, 2008. TR08014.

[13] Geenens, G., Explicit formula for asymptotic higher moments of the Nadaraya-Watson esti-

mator, 2008. TR08004.

[14] Geenens, G. and L. Simar, Nonparametric test for conditional independence in two-way

contingency tables, 2008. TR08003.

[15] Geenens, G. and L. Simar, Single-index modelling of conditional probabilities in two-way

contingency tables, 2008. TR08012.

[16] González-Manteiga, W., Heuchenne, C. and C. Sánchez Sellero, Goodness-of-fit tests for

censored regression based on artificial data points, 2008. TR08060.

[17] González-Manteiga, W., Pardo-Fernandez, J. and I. Van Keilegom, ROC curves in nonpara-

metric location-scale regression models, 2008. TR08045.
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[18] Govaerts, B., Dewé, W., Maumy, M. and B. Boulanger, Pre-study analytical method val-

idation : comparison of four alternative approaches based on quality level estimation and

tolerance intervals, 2008. TR08016.

[19] Jullion, A. and Ph. Lambert, Extensions of Bayesian P-splines models for fitting PK curves,

2008. TR08026.

[20] Jullion, A., Lambert, Ph. and F. Vandenhende, Estimation of receptor occupancy using

varying coefficients models, 2008. TR08043.

[21] Linton, O., Mammen, E., Nielsen, J.P., and I. Van Keilegom, Nonparametric regression with

filtered data, 2008. TR08041.

[22] Lopez, O., Patilea, V. and I. Van Keilegom, Single index regression models in the presence

of censoring depending on the covariates, 2008. TR08039.

[23] Molanes Lopez, E.M., Van Keilegom, I. and N. Veraverbeke, Empirical likelihood for non-

smooth criterion functions, 2008. TR08023.

[24] Motta, G., Eichler, M. and R. von Sachs, Fitting dynamic factor models to nonstationary

time series, 2008. TR08040.

[25] Neumeyer, N. and I. Van Keilegom, Estimating the error distribution in nonparametric

multiple regression with applications to model testing, 2008. TR08031.

[26] Ojeda Cabrera, J.L. and I. Van Keilegom, Goodness-of-fit tests for parametric regression

with selection based data, 2008. TR08011.

[27] Robert, Y.R., Segers, J. and C. Ferro, A sliding blocks estimator for the extremal index,

2008. TR08046.

[28] Russo, F., Wunsch, G. and M. Mouchart, Potential outcomes, counterfactuals, and structural

modelling, 2008. TR08036.

[29] San Martin, E., Jara, A., Rolin, J.M. and M. Mouchart, On the analysis of Bayesian semi-

parametric IRT-type models, 2008. TR08029.

[30] Segers, J., Van Den Akker, R. and J.M. Werker, Improving upon the marginal empirical

distribution functions when the copula is known, 2008. TR08030.

[31] Simar, L. and V. Zelenyuk, Stochastic FDH/DEA estimators for frontier analysis, 2008.

TR08025.

[32] Teodorescu, B. and I. Van Keilegom, Goodness-of-fit test for generalized conditional linear

models under left truncation and right censoring, 2008. TR08034.

[33] Van Keilegom, I., de Uña-Alvarez, J. and L. Meira-Machado, Nonparametric location-scale

models for successive survival times under dependent censoring, 2008. TR08002.

[34] Van Keilegom, I. and L. Wang, Semiparametric modeling and estimation of the dispersion

function in regression, 2008. TR08037.
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3.1.2 Refereed publications (published)

[35] Beuthe, M., Bouffioux, C., Krier, C. and M. Mouchart, A comparison of conjoint, multi-

criteria, conditional logic and neural network analyses for rank-ordered preference data. Re-

cent Developments in Transport Modelling: Lessons for the Freight Sector, Ben-Akiva, M.,

Meersman, H. and E. Van de Voorde (eds), Emerald Group Publishing Limited, UK, 157-178,

2008. R08066.

[36] Böhm, H. and R. von Sachs, Structural shrinkage of nonparametric spectral estimators for

multivariate time series. Electronic Journal of Statistics, 2, 696-721, 2008. R08061.

[37] Crujeiras, R. and W. González-Manteiga, Comments on: Augmenting the bootstrap to ana-

lyze high dimensional genomic data. TEST, 17, 40-42, 2008. R08075.

[38] Daouia, A., Florens, J.P. and L. Simar, Functional convergence of quantile-type frontiers with

application to parametric approximations. Journal of Statistical Planning and Inference, 138,

708-725, 2008. R08006.

[39] Einmahl, J.H.J., Krajina, A. and J. Segers, A method of moments estimator of tail depen-

dence. Bernoulli, 14, 1003-1026, 2008. R08123.

[40] Einmahl, J. and I. Van Keilegom, Tests for independence in nonparametric regression. Sta-

tistica Sinica, 18, 601-616, 2008. R08115.

[41] Einmahl, J.H.J. and I. Van Keilegom, Specification tests in nonparametric regression. Journal

of Econometrics, 143, 88-102, 2008. R08001.

[42] El Ghouch, A. and I. Van Keilegom, Non-parametric regression with dependent censored

data. Scandinavian Journal of Statistics, 35, 228-247, 2008. R08008.

[43] Fils-Villetard, A., Guillou, A. and J. Segers, Projection estimators of Pickands dependence

functions. The Canadian Journal of Statistics, 36, 3, 369-382, 2008. R08119.

[44] Florens, J.P., Fougere, D. and M. Mouchart, Duration models and point processes. The

Econometrics of Panel Data, Màtyàs, L. and P. Sevestre (eds), Springer-Verlag Berlin Hei-

delberg, 547-601, 2008. R08063.

[45] Fryzlewicz, P., Nason, G.P. and R. von Sachs, A wavelet-Fisz approach to spectrum estima-

tion. Journal of Time Series Analysis, 29, 5, 868-880, 2008. R08062.

[46] Gao, J., Gijbels, I. and S. Van Bellegem, Nonparametric simultaneous testing for structural

breaks. Journal of Econometrics, 143, 123-142, 2008. R08005.

[47] González-Manteiga, W., Heuchenne, C. and C. Sánchez Sellero, Parametric conditional mean

and variance testing with censored data. H. Skiadas, Christos, ed. Recent Advances in Applied

Stochastic Models and Data Analysis. N.p.: World Scientific Publishing Co. Pte Ltd, 2008.

R08104.
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[48] Govaerts, B., Dewé, W., Maumy, M. and B. Boulanger, Pre-study analytical method val-

idation: comparison of four alternative approaches based on quality-level estimation and

tolerance intervals. Quality and Reliability Engineering International, 24, 667-680, 2008.

R08130.

[49] Hafner, C., Temporal aggregation of multivariate GARCH models. Journal of Econometrics,

142, 467-483, 2008. R08240.

[50] Heuchenne, C., Strong uniform consistency results of the weighted average of conditional

artificial data points. Journal of Statistical Planning and Inference, 138, 1496-1515, 2008.

R08106.

[51] Kneip, A., Simar, L. and P. W. Wilson, Asymptotics and consistent bootstraps for DEA

estimators in non-parametric frontier models. Econometric Theory, 24, 1663-1697, 2008.

R08092

[52] Lebrun, P., Govaerts, B., Debrus, B., Ceccato, A., Caliaro, G., Hubert, P. and B. Boulanger,

Development of a new predictive modelling technique to find with confidence equivalence

zone and design space of chromatographic analytical methods. Chemometrics and Intelligent

Laboratory Systems, 91, 4-16, 2008. R08118.

[53] Li, S.K., Simar, L., Wilson, P.W. and V. Zelenyuk, Introduction for the special issue on

transitionning economics. Journal of Productivity Analysis, 29, 77, 2008. R08097.

[54] Linton, O., Sperlich, S. and I. Van Keilegom, Estimation of a semiparametric transformation

model. Annals of Statistics, 36, 2, 686-718, 2008. R08012.

[55] Ombao, H. and S. Van Bellegem, Evolutionary coherence of nonstationary signals. IEEE

Transactions on Signal Processing, 56, 6, 2259-2266, 2008. R08054.

[56] Park, B., Simar, L. and V. Zelenyuk, Local likelihood estimation of truncated regression and

its partial derivatives: theory and application. Journal of Econometrics, 146, 185-198, 2008.

R08096.

[57] Robert, C.Y. and J. Segers, Tails of random sums of a heavy-tailed number of light-tailed

terms. Insurance: Mathematics and Economics, 43, 85-92, 2008. R08125.

[58] Rousseau, R., Govaerts, B., Verleysen, M. and B. Boulanger, Comparison of some chemomet-

ric tools for metabonomics biomarker identification. Chemometrics and Intelligent Laboratory

Systems, 91, 54-66, 2008. R08126.

[59] Simar, L. and P.W. Wilson, Statistical inference in nonparametric frontier models: recent

developments and perspectives. The Measurements of Productive Efficiency, 2nd Edition,

Harold Fried, C. A. Knox Lovell and Shelton Schmidt, editors, Oxford University Press,

2008. R08002.

[60] Sougne, D., Heuchenne, C. and G. Hubner, The determinants of CDS prices: an industry-

based investigation. Wagner, Niklas, ed. Credit Risk: Models, Derivatives and Management.
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Empirical Studies and Analysis. Financial Mathematics Series, Volume 6. Boca Raton, Lon-

don, New York: Chapman and Hall / CRC, 85-96, 2008. R08238.

[61] Van Bellegem, S. and R. von Sachs, Locally adaptive estimation of sparse evolutionary

wavelet spectra. The Annals of Statistics, 36, 4, 1879-1924, 2008. R08060.

[62] Van Keilegom, I., González-Manteiga, W. and C. Sánchez Sellero, Goodness-of-fit tests in

parametric regression based on the estimation of the error distribution. TEST, 17, 401-415,

2008. R08015.

[63] Van Keilegom, I., Sánchez Sellero, C. and W. González-Manteiga, Empirical likelihood based

testing for regression. Electronic Journal of Statistics, 2, 581-604, 2008. R08117.

[64] Wang, L., Akritas, M.G. and I. Van Keilegom, An ANOVA-type nonparametric diagnostic

test for heteroscedastic regression models. Journal of Nonparametric Statistics, 20, 5, 365-

382, 2008. R08064.

3.1.3 Refereed publications (in press)

[65] Antoniadis, A., Bigot, J. and R. von Sachs, A multiscale approach for statistical characteri-

zation of spatially and temporally heterogeneous brain response images. Journal of Compu-

tational and Graphical Statistics, 2008. RP08001.

[66] Badin, L. and L. Simar, A bias corrected nonparametric envelopment estimator of frontiers.

Econometric Theory, 2009. RP08148.

[67] Basrak, B. and J. Segers, Regularly varying multivariate time series. Stochastic processes and

their Applications, 2009. RP08139.

[68] Beirlant, J., Joossens, E. and J. Segers, Second order refined Peaks-over-Threshold mod-

elling for heavy-tailed distributions. Journal of Statistical Planning and Inference, 2009.

RP08039.

[69] Böhm, H. and R. von Sachs, Shrinkage estimation in the frequency domain of multivariate

time series. Journal of Multivariate Analysis, 2009. RP08140.

[70] Braekers, R. and I. Van Keilegom, Flexible modeling base on copulas in nonparametric

median regression. Journal of Multivariate Analysis, 2008. RP08090.

[71] Charpentier, A. and J. Segers, Tails of multivariate Archimedean copulas. Journal of Multi-

variate Analysis, 2009. RP08141.

[72] Crujeiras, R., Fernández-Casal, R. and González-Manteiga, An L2-test for comparing spatial

spectral densities. Statistics and Probability Letters, RP08011.

[73] Crujeiras, R., Fernández-Casal, R. and W. González-Manteiga, Goodness-of-fit tests for the

spatial spectral density. Stochastic Environmental Research and Risk Assesment, RP08015.
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[74] Einmahl, J.H.J. and J. Segers, Maximum empirical likelihood estimation of the spectral

measure of an extreme value distribution. Annals of Statistics, 2009. RP08142.

[75] El Ghouch, A. and I. Van Keilegom, Local linear quantile regression with dependent censored

data. Statistica Sinica, 2009. RP08135.

[76] El Ghouch, A., Van Keilegom, I. and I. McKeague, Empirical likelihood confidence intervals

for dependent duration data. Econometric Theory, 2009. RP08131.

[77] Genest, C. and J. Segers, Rank-based inference for bivariate extreme-value copulas. Annals

of Statistics, 2009. RP08143.

[78] Hafner, C. and H. Herwartz, Analytical quasi maximum likelihood inference in multivariate

volatility models. Metrika, 2009. RP08144.

[79] Hafner, C. and H. Herwartz, Testing causality in variance using multivariate GARCH models.

Annales d’Economie et de Statistique, 2009. RP08145.

[80] Hafner, C. and A. Preminger, Asymptotic theory for a factor GARCH model. Econometric

Theory, 2009. RP08146.

[81] Hall, P. and I. Van Keilegom, Nonparametric “regression” when errors are centred at end-

points. Bernoulli, 2009. RP08137.

[82] Heuchenne, C. and I. Van Keilegom, Estimation in nonparametric location-scale regression

models with censored data. Annals of the Institute of Statistical Mathematics, 2009. RP08133.

[83] Hjort, N.L., McKeague, I.W. and I. Van Keilegom, Extending the scope of empirical likeli-

hood. Annals of Statistics, 2009. RP08132.

[84] Jeong, S.O., Park, B.U. and L. Simar, Nonparametric conditional efficiency measures: asymp-

totic properties. Annals of Operations Research, 2009. RP08147.

[85] Lambert, P. and P.H.C. Eilers, Bayesian density estimation from grouped continuous data.

Computational Statistics and Data Analysis, 2008. RP08007.

[86] Legrand, C., Duchateau, L. Janssen, P., Ducrocq, V. and R. Sylvester, Validation of prog-

nostic indices using the frailty model. Lifetime Data Analysis, 2008/2009. RP08100.

[87] Molanes, E.M., Van Keilegom, I. and N. Veraverbeke, Empirical likelihood for non-smooth

criterion functions. Scandinavian Journal of Statistics, 2008. RP08068.

[88] Neumeyer, N. and I. Van Keilegom, Change-point tests for the error distribution in nonpara-

metric regression. Scandinavian Journal of Statistics, 2009. RP08136.

[89] Ojeda-Cabrera, J. and I. Van Keilegom, Goodness-of-fit tests for parametric regression with

selection biased data. Journal of Statistical Planning and Inference, 2009. RP08138.
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[90] Porcu, E., Crujeiras, R., Mateu, J. and W. González-Manteiga, On the second order proper-

ties of the multidimensional peridogram for regularly spaced data. Theory of Probability and

its Applications, 2008. RP08008.

[91] Simar, L. and P.W. Wilson, Estimation and inference in cross-sectional stochastic frontier

models. Econometric Review, 2009. RP08149.

[92] Teodorescu, B., Van Keilegom, I. and R. Cao, Generalized conditional linear models under

left truncation and right censoring. Annals of the Institute of Statistical Mathematics, 2009.

RP08134.

3.1.4 Books (published)

[93] Florens, J.P., Mouchart, M. and J.M. Rolin, Elements of Bayesian Statistics. Marcel Dekker,

New York, 2008. B08003.

[94] Franke, J., Härdle, W.K. and C.M. Hafner, Statistics of Financial Markets, An Introduction.

Springer, New York, 2008. B08004.

3.2 Katholieke Universiteit Leuven, KUL-1

3.2.1 Technical reports

[95] Antoniadis, A., Gijbels, I. and M. Nikolova, Penalized likelihood regression for generalized

linear models with nonquadratic penalties, 2008. TR08050.

[96] Beirlant, J., Joossens, E. and J. Segers, Second-order refined peaks-over-threshold modelling

for heavy-tailed distributions, 2008. TR08035.

[97] Braeken, J., Tuerlinckx, F. and P. De Boeck, A latent variable framework for teratology

studies, 2008. TR08061.

[98] Braeken, J., Tuerlinckx, F. and P. De Boeck, Fitting explanatory item response theory

models: a Matlab IRTm toolbox. 2008. TR08062.

[99] De Boeck, P., Cho, S.-J. and M. Wilson, Secondary dimension modeling of DIF: A mixture

approach to test speededness, 2008. TR08063.

[100] Debruyne, M., Hubert, M. and J. Van Horebeek, Detecting influential observations in kernel

PCA, 2008. TR08001.

[101] Depril, D. and I. Van Mechelen, Low dimensional overlapping clustering, 2008. TR08064.

[102] Depril, D. and I. Van Mechelen, New ALS approaches for fitting the INDCLUS, 2008.

TR08065.

[103] Desmet, L. and I. Gijbels, Improved spectral density estimation at peaks, 2008. TR08052.

41



[104] Desmet, L. and I. Gijbels, Local linear fitting and improved estimation near peaks, 2008.

TR08051.

[105] Dutilh, G., Vandekerckhove, J., Tuerlinckx, F. and E.J. Wagenmakers, A diffusion model

decomposition of the practice effect, 2008. TR08066.

[106] Frederickx, S., Tuerlinckx, T., De Boeck, P. and D. Magis, An item mixture model to detect

differential item functioning, 2008. TR08067.

[107] Frederickx, S., Kuppens, P., Tuerlinckx, F. and I. Van Mechelen, Desequens: an R-package

for the variance decomposition of sequential processes, 2008. TR08068.

[108] Gijbels, I., Prosdocimi, I. and G. Claeskens, Nonparametric estimation of mean and disper-

sion functions inextended generalized linear models, 2008. TR08053.
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[347] Mintiens, K., Méroc, E., Faes, C., Cortiñas Abrahantes, J., Hendrickx, G., Staubach, C.,

Gerbier, G., Elbers, A.R.W., Aerts, M., De Claercq, K. and H. Deluyker, Impact of human

interventions on the spread of Bluetongue virus serotype 8 during the 2006 epidemic in

north-western Europe. Preventive Veterinary Medicine, 87, 145-161, 2008. R08168.

[348] Molenberghs G., Beunckens C., Sotto C., and M.G. Kenward, Every missing not at random

model has got a missing at random counterpart with equal fit. Journal of the Royal Statistical

Society, Series B, 70, 371-388, 2008. R08073.

[349] Molenberghs, G., Burzykowski, T., Alonso, A., Assam, P., Tilahun, A. and M. Buyse, The

meta-analytic framework for the evaluation of surrogate endpoints in clinical trials. Journal

of Statistical Planning and Inference, 138, 432-449, 2008. R08044.

[350] Mossong, J., Hens, N., Friederichs, V., Davidkin, I., Broman, M., Litwinska, A., Siennicka,

J., Trzcinska, A., Van Damme, P., Beutels, P., Vyse, A., Shkedy, Z., Aerts, M., Massari, M.

and G. Gabutti, Epidemiologue of parvovirus B19 infection in Europe: results from a sero-

prevalence studies in Belgium, England and Wales, Finland, Italy and Poland. Epidemiology

and Infection, 136, 1059-1068, 2008. R08170.

[351] Molenberghs, G., Verbeke, G. and M.G. Kenward, Sensitivity analysis for incomplete data.

Longitudinal Data Analysis: A Handbook of Modern Statistical Methods. Chapter 22. Da-

vidian, M., Fitzmaurice, G., Verbeke, G. and G. Molenberghs, eds. Chapman & Hall/CRC,

501-552, 2008. R08242.

[352] Namata, H., Aerts, M., Faes, C. and P. Theunis, Model averaging in microbioal risk assess-

ment using fractional polynomials and generalized linear mixed models. Risk Analysis, 28,

891-905, 2008. R08167.
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[455] González-Manteiga, W., Pardo-Fernandez, J. and I. Van Keilegom, ROC curves in nonpara-

metric location-scale regression models, 2008. TR08045.
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[460] Cao, R. and W. González-Manteiga, Goodness-of-fit tests for conditional models under cen-

soring and truncation. Journal of Econometrics, 143, 166-190, 2008. R08003.
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[474] Pateiro-López, B. and A. Rodŕıguez-Casal, Length and surface area estimation under smooth-

ness restrictions. Advances in Applied Probability, 40, 348-358, 2008. R08076.
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[497] Reboredo, J.C., González-Manteiga, W., Febrero-Bande, M. and J.M. Matias,Boosting

GARCH and neural networks for the prediction of heteroskedastic time series. Journal of

Computational and Applied Mathematics, 2008. RP08014.
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