
Progress Report 2007

IAP-Network in Statistics

Contract P6/03

March 27, 2008

http://www.stat.ucl.ac.be/IAP/PhaseVI

1



Contents

1 Accomplished Research Projects 4

1.1 Introduction and overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2 Work package 1: Multivariate data with qualitative constraints . . . . . . . . . . . 6

1.2.1 Boundaries, frontiers, smooth versus non-smooth functions . . . . . . . . . 6

1.2.2 Inverse problems, deconvolution problems and images . . . . . . . . . . . . 7

1.2.3 Semiparametric models, dimension reduction and efficiency studies . . . . . 7

1.2.4 Nonparametric inference and robust analysis . . . . . . . . . . . . . . . . . 8

1.2.5 Modeling and measuring of dependencies and copula functions . . . . . . . 10

1.2.6 Interactions with other work packages . . . . . . . . . . . . . . . . . . . . . 10

1.3 Work package 2: Temporally and spatially related data . . . . . . . . . . . . . . . 11

1.3.1 Discrete univariate time series under non standard assumptions . . . . . . . 11

1.3.2 Continuous processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.3 Multivariate data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.4 Spatial data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 Work package 3: Incomplete data . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.1 Complex modeling approaches for incomplete data . . . . . . . . . . . . . . 14

1.4.2 Sensitivity analysis tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4.3 Censored survival data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4.4 Interaction with other work packages . . . . . . . . . . . . . . . . . . . . . . 19

1.5 Work package 4: Data with latent heterogeneity . . . . . . . . . . . . . . . . . . . 19

1.5.1 The assumption of normality of the random effects distribution . . . . . . . 19

1.5.2 Issues on computations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.5.3 Significance tests for the random effects distribution . . . . . . . . . . . . . 21

1.5.4 Various extensions of the mixed effects model . . . . . . . . . . . . . . . . . 21

1.5.5 Miscellaneous applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.5.6 Interactions with other work packages . . . . . . . . . . . . . . . . . . . . . 23

1.6 Work package 5: Highdimensional and compound data . . . . . . . . . . . . . . . . 23

1.6.1 Bioinformatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.6.2 Data mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.6.3 Psychometrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2 Network Activities 27

2.1 Web site and newsletter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Scientific meetings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 Annual workshop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Meetings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.3 Organization of the network: administrative meeting . . . . . . . . . . . . . . . . . 28

2.4 Collaborations, working groups and seminars . . . . . . . . . . . . . . . . . . . . . 29

2



2.4.1 Collaborations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.4.2 Working groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.4.3 Seminars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5 Short courses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.6 PhD and postdoctoral researchers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Technical Reports and Publications 33
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1 Accomplished Research Projects

1.1 Introduction and overview

1.1.1 Introduction

The research project has been built up around five work packages. Table 1 below gives the main

contributors to each work package and indicates per package the partner that is coordinating the

work.

Work package Contributing partners

WP1: Multivariate data with qualitative constraints UCL, KUL-1∗, UH, UJF, UU, USC

WP2: Temporally and spatially related data UCL∗, KUL-1, UG, UJF, UU, USC

WP3: Incomplete data UCL, KUL-1, KUL-2, UG, UH∗, USC,

LSHTM

WP4: Data with latent heterogeneity UCL, KUL-1, KUL-2∗, UH, UJF, UU,

USC

WP5: Highdimensional and compound data UCL, KUL-1, KUL-2, UG∗, UH, UJF,

UU, USC

Table 1: Main contributors per work package, and coordinating partner per work package (indicated

with a ∗).

In the subsections below we describe the progress that has been made in the various work

packages. For each of the work packages we indicate interactions with research results in other

packages. The references mentioned in the text (both Technical Reports and Publications) can be

found at the end of this report.

1.1.2 Overview

The overall achievements of the research project can be summarized as follows:

• In WP1, new approaches for nonparametric stochastic frontiers are proposed, including ro-

bust frontier estimation and dynamics for panel data modeling. Appealing techniques for

non-smooth curve estimation are developed, based on e.g. local linear fitting and on bridge

regression splines. Practical problems in density deconvolution, and beyond, are studied. A

lot of progress is made in semi- and nonparametric modeling. Some models also deal with

censored and/or time dependent data, and others can handle very complex data such as

mass spectroscopy data or heavy noisy data. New techniques for robust data analysis are

developed, e.g., boxplots for skewed data, robust bootstrap methods, robust model selec-

tion. In studying dependencies, interesting results are noted, e.g. efficiency of rank-based

estimators for bivariate extreme-value copulas, and the use of copulas for censored data and

applications.

• The main achievements of the research network in correlated data (WP2) concerns four levels

of increasing complexity: univariate discrete time series under non standard assumptions
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(such as non stationarity, structural breaks and censoring), continuous processes (with a

special focus on the Ratcliff diffusion model), the multivariate analysis of temporally related

data and the statistical analysis of spatial (or 3-dimensional) data. At each level, important

results are provided in terms of modeling and estimation, and are completed by specification

tests. Each level of complexity is also strongly motivated by, and applied to examples of the

real life (in various disciplines).

• The work of WP3 has placed emphasis on the dissemination and further development of

models for incomplete and censored data, with focal points on clinical trials, epidemiological

studies, surveys, and sociological and psychometric applications, often in conjunction with

the propagation of proper methodology for longitudinal data, including latent structures,

mixed-models, and meta-analytic methods, sometimes of high dimension, thus strongly in-

teracting with WP1, WP4, and WP5. Also, ever increasing emphasis has been placed on

sensitivity assessment tools for incomplete (longitudinal) data. All this together has resulted

in a number of journal publications in 2007, as well as an edited volume and a monograph.

Dissemination has also taken place through short courses in Belgium, Europe, and the eco-

nomically developed and developing parts of the world, and through dedicated IAP seminars

on survival analysis methods, organized in Belgium.

• In WP4, latent heterogeneity in the data has been explored in a variety of ways. The clas-

sical linear, generalized linear and non-linear mixed effects models have been generalized by

allowing the random effects distribution to belong to a general class of continuous and/or

discrete distributions. To this end, frequentist and Bayesian approaches have been employed

and allowed to verify the impact of the correct specification of the random effects distribution

on the estimation of various parts of the model. Latent heterogeneity has also been studied

in survival models (including interval censoring and involving copula models), change point

models, multivariate random effects, hierarchical and shared parameter models. New param-

eter estimation procedures have been developed as well as score tests for the random effects

structure and techniques for prediction. Data from various disciplines (medicine, psychology,

etc.) were taken to illustrate the performance of the various proposals.

• Research undertaken for highdimensional data and compound data (WP5), is split up in

three disciplines: bioinformatics, data mining and psychometrics. In bioinformatics, both

the analysis and experimental design of genetic data is studied. More specifically, new sta-

tistical analysis techniques are developed for micro-array data. In data mining, a substantial

part of the research consists of the development of robust methods for highdimensional data.

Furthermore, multivariate techniques are discussed and developed for NMR and gas phase

chromatography data. In psychometrics, hierarchical classes models and multi-mode models

are studied. Different statistical tools, such as simulated annealing, a fully Bayesian method,

probabilistic models with a directed acyclic graph, and different dimension reduction tech-

niques are used in this context.
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1.2 Work package 1: Multivariate data with qualitative constraints

1.2.1 Boundaries, frontiers, smooth versus non-smooth functions

Frontier estimation: efficiency and productivity analysis

New and original approaches to estimation of nonparametric stochastic frontier models have been

proposed in [68] and [75]. In [47] a new way of defining and estimating nonparametric frontier

based on a nonstandard quantile function has been suggested, providing frontier estimators robust

to extreme and outlying data points. In [49], conditional efficiency measures are extended to cover

convex and non-convex production sets. These conditional measures were used in [40] and [39] to

assess and compare the performance of universities in several countries of Europe. In [76], boot-

strap allows to improve the inference in a two-stage semi-parametric model for production models,

where nonparametric efficiency scores are regressed in a second stage on appropriate environmental

factors. Bootstrap ideas are also used for testing for comparing weighted average of the efficiency

of groups of firms in an industry. Bootstrap type inference on the total productivity factors has

been done, and applied to analyze the economic evolution of Italian regions in [5]. Extensions of

previous work on semi-parametric models for panel data allow today to introduce dynamic aspects

in the models. Recent results in robust nonparametric frontier models have been collected in [48].

Estimation of non-smooth functions and estimation under qualitative constraints

Nonparametric estimation of regression curves with a possible non-smooth behavior at certain (un-

known) points, via local linear fitting, is proposed in [140]. The method does the usual smoothing

task in continuous regions but preserves at the same time the jumps. The basic ideas of the method

have been further used in [92] for peak-preservation in regression curve estimation. Further discus-

sions on smoothing and preservation of irregularities in curve estimation are given in [139]. The

paper [363] considers nonparametric estimation of a one-dimensional piecewise-smooth function

observed within white Gaussian noise on the interval. The paper proposes a two-step estimation

procedure, where one first detects jump points by a wavelet-based procedure and then estimates

the function on each smooth segment separately by bridge regression splines.

Nonparametric estimation of a monotone regression function is studied in [436]. The focus is

on nonparametric estimation of a (more general) constrained regression function using penalized

wavelet regression techniques. In particular, a penalized wavelet monotone regression estimator is

investigated, and its optimal rates are established.

Boundary and set estimation, estimation of lengths and surfaces

Estimation of a set S from a random sample of points taken within S is considered in [414]. It

is assumed that S is α-convex, which means that a ball of radius α can go around from outside

the boundary of the set. In [404] a method for estimating the boundary length of a body G is

proposed. It relies on a nonparametric estimator based on the information provided by a random

sample, taken on a rectangle containing G, in which one is able to identify whether every point is

inside or outside G. In [396] a method for estimating the boundary length of a body G is proposed,

now assuming that a ball of radius α can roll inside and outside the boundary of G. The hope is
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to use this shape restriction to propose a new estimator for the boundary length.

1.2.2 Inverse problems, deconvolution problems and images

A case study in density deconvolution has been presented in [134]. Via this case study, more

general, frequent problems in calculating integrals and optimizing objective functions have been

addressed.

Progress has been made in research on the analysis of images. The paper [112] investigates

compression algorithms applied to coefficients from nonlinear, adaptive, and overcomplete multi-

scale data analyses, with specific attention to images. In [113] a specific procedure for adaptive

refinement applied to discrete (or digital) data is investigated. A study of compression schemes

applied to edge-oriented multiresolution analyses can be found in [156].

The paper [149] investigates an unbalanced continuous wavelet decomposition for fast optimal

location of change points in cases with possibly low information intensity and high noise levels.

1.2.3 Semiparametric models, dimension reduction and efficiency studies

Lack-of-fit tests in a semiparametric model where the nonparametric part consists of detail coeffi-

cients in a wavelet decomposition are investigated in [87]. The doctoral research by Irène Gannaz

(UJF) is concerned with the use of wavelet methods in semiparametric partially linear models.

The work presents a wavelet thresholding based estimation procedure to estimate the components

of the model by establishing a connection between an L1-penalty based wavelet estimator of the

nonparametric component and Huber’s M-estimation of a standard linear model with outliers.

The results are summarized in [369]. The paper [361] studies a composite likelihood approach

to estimate the parameters of multivariate mixed Poisson models when the mixing distribution

is a multivariate Gamma distribution. Consistency and asymptotic normality of the composite

likelihood estimator are derived.

A new method for the binary classification problem is studied in [370]. It relies on empirical

minimization of the hinge loss over an increasing sequence of finite-dimensional spaces. A suitable

dimension is picked by minimizing the regularized loss, with the regularization term proportional to

the dimension. An oracle-type inequality is established, ensuring adequate convergence properties.

The paper [362] proposes a semiparametric shock model for two dependent failure times where

the risk indicator of one failure time plays the part of a time-varying covariate for the other one.

Important in regression are goodness-of-fit tests for (semi)parametric regression models. In

[434], a novel testing approach is developed for testing whether the regression curve belongs to

some parametric family of regression functions. The proposed test statistic measures the distance

between the empirical distribution function of the parametric and of the nonparametric residuals.

The extension to the case where the response variable is randomly right censored is given in [457].

In [81] goodness-of-fit tests for parametric regression functions are studied in the presence of time

series errors, while [435] proposes an empirical likelihood test that is able to test the goodness-of-fit

of a class of parametric and semiparametric regression models. The class includes as special cases

fully parametric models, and semiparametric models, like the single-index and the partially linear

model. A related problem is the comparison of regression curves coming from several populations,

7



and the development of goodness-of-fit tests for the form of the conditional variance function.

These are studied in [456] and [51] respectively.

Simulation studies are an important tool in probability and statistics. In [360] the authors

propose some new methods to simulate Gaussian fields that are effective, fast and valid not only

for fractional Brownian fields, but for any Gaussian fields.

In some clinical, environmental or industrial trials, fixed-detection limits can result in a type-1

left-censored positive response variable. Since the number of censored observations is larger than

expected, a zero-inflated Cox’s regression model is assumed in [243]. The conditional probability

of having a zero response is modeled as a logistic part while a Cox regression model is taken for

the non-zero part of the response.

Fractional polynomials, basically being a set of (generalized) linear models, are a nice and

flexible extension of classical polynomials. Typically, one selects the best-fitting model in this set

of polynomials and proceeds as if no model selection were carried out. In [277] it is shown that

model averaging using a set of fractional polynomials reduces bias and has better precision in

estimating a safe level of exposure, as compared to an estimator from the selected best model.

1.2.4 Nonparametric inference and robust analysis

Nonparametric and semi-parametric inference and goodness-of-fit testing

A two-sample test in functional data analysis, starting from discrete data, is studied in [60].

By choosing the same tuning parameter to produce each curve from its raw data, significant

contributions to level inaccuracy and power loss can be avoided. In [79] backfitting and profile

methods for general criterion functions, depending on a parameter of interest β and a nuisance

function θ, are studied. Employing different amounts of smoothing for each method to estimate θ,

produces two estimators of β with the same limiting distributions.

Mass spectroscopy data are rather complex. [367] studies functional mixed-effects models, with

applications to such complex data in mind. The models inherit the flexibility of linear mixed-

effects models in handling complex designs and correlation structures. Wavelet decompositions are

used to model both fixed-effects and random-effects in the same functional space, which helps in

interpreting the model as a functional data model. A contribution to the methodology available

for extracting and analyzing signal content from protein mass spectrometry data is in [366]. After

removing the noise by an invariant wavelet transform, the authors develop a background correction

method based on penalized spline quantile regression and apply it to MALDI-TOF (matrix assisted

laser deabsorbtion time-of-flight) spectra obtained from serum samples.

Studying heavy noisy data needs special attention since one cannot assume for example exis-

tence of moments (which is mostly done). In [426] the authors consider a nonparametric noisy data

model where the unknown signal is assumed to belong to a wide range of function classes, includ-

ing discontinuous functions and the additive noise distribution may have heavy tails but has zero

median. They first use local medians to construct a Gaussian nonparametric regression model, and

the resulting data being not equispaced, they apply a wavelet block penalizing procedure adapted

to non equidistant designs to construct an estimator of the regression function.

Further developments on extensions of wavelet transforms are in [100]. This paper investi-
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gates a specific class of second generation wavelet transforms that are suited for extension to data

dependent refinement. In [137] a multiscale analysis of brush wear observations in copy systems

is studied. A selective review article that synthesizes some recent work on “nonlinear” wavelet

methods in nonparametric curve estimation and their role on a variety of applications is [364].

Multivariate data and robust analysis

The paper [128] proposes several goodness-of-fit tests based on robust measures of skewness and

tail weight. These are generalizations of the Jarque-Bera test based on the classical skewness and

kurtosis, and are an alternative to the approach of Moors et al. using quantiles. An extension to

the case of censored observations is in [240] using a reweighting scheme based on the Kaplan-Meier

estimator. The same ideas can be applied to depth quantiles. This leads to regression quantiles for

censored data which are robust to both outliers in the predictor and the response variable. The

extreme value index is a well-known parameter to measure the tail heaviness of a distribution. In

[163] a robust estimator of the tail index is proposed, by combining a refinement of the Pareto

approximation for the conditional distribution of relative excesses over a large threshold with an

integrated squared error approach on partial density component estimation. Most outlier detection

rules for multivariate data are based on the assumption of elliptical symmetry of the underlying

distribution. In [147] an outlier detection method which does not need the assumption of symmetry

is proposed. This is a generalization of the Stahel-Donoho outlyingness, by using a robust measure

of skewness as well. In a boxplot for continuous unimodal data, usually too many points are

classified as outliers when the data are skewed. In [160] an adjustment of the boxplot that includes

a robust measure of skewness in the determination of the whiskers is presented.

A review of recent developments on a bootstrap method for robust estimators which is compu-

tationally faster and more resistant to outliers than the classical bootstrap is in [238]. Applications

are given for linear regression, location-scatter parameters, principal components, and discriminant

analysis. [220] investigates the performance of robust estimates of multivariate location under non-

standard data contamination models such as componentwise outliers. Influence functions of robust

multivariate location estimates are derived under flexible contamination models and used to inves-

tigate the effect of propagation of outliers. It is also shown that high-breakdown affine equivariant

estimators show poor breakdown behavior under componentwise contamination when the dimen-

sion is high. A multivariate extension of the median obtained by considering the median as the L1

location estimator is studied in [236]. This multivariate estimator yields simultaneously a location

estimate and a shape/scatter estimate. The influence function and asymptotic variances are derived

and compared with other estimators of location and shape. Robust and computationally efficient

versions of forward selection and stepwise methods are introduced in [230]. The robustifications are

obtained by replacing classical correlations by robust counterparts. The proposed robust methods

are computationally very suitable and scalable to large high-dimensional datasets. [231] deals with

robust model selection using robustified LARS algorithms to select the most important predictors

when the number of candidate predictors is large. The technique is computationally very efficient

and scalable. Bootstrap is used to obtain stable results. [446] provides a review of robust, high-

breakdown methods that can deal with a substantial fraction of outliers in multivariate analysis.
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A discussion that complements an overview of the history and development of robust statistics is

in [237]. The importance of robust methods in mining large databases is the subject of an editorial

contribution in [223].

1.2.5 Modeling and measuring of dependencies and copula functions

Bivariate extreme-value copulas are studied in [19]. The paper introduces rank-based versions

of nonparametric estimators of bivariate extreme-value copulas, and establishes their asymptotic

distributions. Surprisingly, even when the margins are known, a more efficient estimator arises if

the information about the margins is ignored and ranks are used instead. For multivariate extremes,

estimation of the dependence structure still presents a challenge and an interesting problem. In

[12] a procedure for the bivariate case is presented that opens the road to a similar way of handling

the problem in a multivariate setting. A method of moments estimator is proposed where a

certain integral of a nonparametric, rank-based estimator of the stable tail dependence function

is matched with the corresponding parametric version. Tail dependence copulas provide a natural

perspective from which one can study the dependence in the tail of a multivariate distribution. For

Archimedean copulas with continuously differentiable generators, regular variation of the generator

near the origin is known to be closely connected to convergence of the lower tail dependence copulas

to the Clayton copula. In [42] these characterizations are refined and extended to the case of

generators which are not necessarily continuously differentiable.

In [427] the relationship between the error and the covariate in a nonparametric regression model

is modeled by means of a copula. This modeling offers a useful alternative for the model assuming

independence between the two variables, an assumption which is often violated in practice. [245]

extends the conditional Koziol-Green model to dependent censoring. For this nonparametric model,

weak convergence of the conditional distribution is shown and its efficiency over the general copula-

graphic estimator is studied.

Dependencies can generally be described via association measures. For example, various asso-

ciation measures can be used to describe how “synchronous” two spike trains of neurons are. In

[462] a new conditional synchrony measure is proposed. Focus is on the specification of a flexible

marginal model for multivariate correlated binary data together with a pseudolikelihood estimation

approach, to adequately and directly describe the measures of interest.

1.2.6 Interactions with other work packages

In a new edition of [61], new and advanced materials in applied multivariate analysis have been

added, including some of the advanced techniques used in other WPs (e.g. heavy tailed distribu-

tions, copulas, support vector machine, classification and regression trees).

Several techniques discussed in this work package can deal with censored data and/or dependent

data, and are directly linked with research under work packages WP3 and WP2 respectively.

Heterogeneity and approaches to deal with it is one of the important issues in WP4. The

interactions with this WP are particularly through the study of generalized linear models and

mixed models.
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Research in WP1 paid attention to large data sets and robust methods as well as to variable

selection and classification methods. As such obtained research results contribute to WP5.

1.3 Work package 2: Temporally and spatially related data

The main achievements of the research network in correlated data concern four levels of increasing

complexity: univariate discrete time series under non standard assumptions, continuous processes,

the multivariate analysis of temporally related data and the statistical analysis of spatial (or 3-

dimensional) data.

1.3.1 Discrete univariate time series under non standard assumptions

A first aspect of our research focused on the analysis of univariate discrete time series under non

standard assumptions.

One source of complexity very often met in the applied sciences is the deviation from sta-

tionarity. In particular, structural breaks over time is a common feature in time series analysis

and is one potential source of nonstationarity. In [445] the issue is addressed of how to detect

possible structural breaks in both the conditional mean and variance functions of nonparametric

regression models. By considering a regression model with errors that are martingale differences,

both cases, independent data and time series data, are covered by the study. There are numerous

nonparametric tests available in the literature, but none of them could be directly applicable to

such cases where both the mean and variance may have discontinuities. In [445] nonparametric

testing procedures are developed that simultaneously test for structural breaks in the conditional

mean and the conditional variance. The asymptotic distribution of an adaptive test statistic is

established, as well as its asymptotic consistency and efficiency. Simulations studies illustrate the

performance of the adaptive testing procedure. The usefulness of the proposed adaptive test is

illustrated on the analysis of financial time series.

Another problem encountered with real data is the problem of censoring. [13] consider a

nonparametric regression model in which the data are dependent and the response is subject to

random right censoring. They consider the problem of nonparametrically estimating the conditional

quantile function in this model. The proposed method is based on a local linear fit using the check

function approach. This paper is very much related to the research topics studied under WP1

and WP3.

Goodness-of-fit of fit tests are also important to validate a model on data. In [11] the authors

present a procedure to test for proportionality of the regression function and the scale function in a

nonparametric regression model with dependent data. The test can be considered as a preliminary

step to check the validity of certain time series models, like e.g. ARCH models. The test statistic is

based on the difference between two nonparametric estimators of the distribution of the regression

error.
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1.3.2 Continuous processes

Due to the improvement in the data collection, temporal data are sometimes available into the

form of a continuous process. A typical example is given by financial markets where microdata

are available online. In order to reflect the continuous nature of the observed process, we need to

develop more adapted models for correlation.

Important work has been done on the Ratcliff diffusion model that is used in psychology or

social sciences. The model is a process account of the time course of human decision-making in

two-choice tasks and therefore is also directly related to WP4. [114] adopts a Bayesian method

for parameter estimation in the Ratcliff model. This method broadens the scope of psychological

problems the models can address. In [159], a general method for performing diffusion model anal-

yses on experimental data is presented. The authors show that by implementing design matrices,

it becomes possible to fit models with parameters regressed onto predictors. A software tool in-

tended to make the Ratcliff diffusion model for reaction time and accuracy data more accessible to

experimental psychologists is proposed in [158]. The tool takes the form of a MATLAB toolbox,

freely downloadable.

On this topic, specification tests have again been developed. In [85] a new test procedure is

developed for the specification of the diffusion function in a class of semiparametric continuous–time

financial econometric models. Asymptotic consistency results for the proposed test are established.

The proposed theory is supported by good finite–sample properties.

1.3.3 Multivariate data

One important aspect of the research proposal was to study how to extend the univariate analysis

to the analysis of multiple series. In this analysis, we also expect to give working methods for

analyzing the correlation between the series. During 2007, the network produced a set of results

in that direction.

Motivated by substantive questions in actuarial sciences, [440] addressed the problem of mod-

eling life tables. Life table have two time axes: year and age. The Lee-Carter model is popular

for modeling the dependence of mortality on these two variables and least squares estimation,

using logs of mortalities, is the established method. [440] proposed an estimation based on Poisson

regression and smoothness constraints.

In many financial applications, it is useful to concentrate on the multivariate modeling of the

extreme of the time series. That issue is addressed in [34] and [2]. In [34], easily verifiable sufficient

conditions are found for the extremes of a Markov chain with regulary varying stationary marginal

distribution to behave asymptotically as a multiplicative random walk, called the tail chain. The

distributions of the future and the past of this tail chain mutually determine each other through a

kind of adjoint relation. An application of the theory yields the asymptotic distribution of the past

and the future of the solution to a stochastic difference equation (squared ARCH processes being

a special case) conditionally on the present value being large in absolute value. In [2], extreme

values of a stationary, multivariate time series may exhibit dependence across coordinates and over

time. The aim of this paper is to offer a new and potentially useful tool called tail process to

describe and model such extremes. The key property is the following fact: existence of the tail
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process is equivalent to multivariate regular variation of finite cuts of the original process. The

theory is shown to be applicable with great ease to stationary solutions of stochastic autoregressive

processes with random coefficient matrices, an interesting special case being a recently proposed

factor GARCH model.

Panel, or longitudinal data, with temporal dynamics is a particular case of multivariate time

series that is connected to WP5. That model is considered in [151]. The goal of that paper is to

provide a method to overcome the computational burden associated with latent Markov models

(when modeling both individual differences and temporal dynamics in panel data). The method

is associated with a probabilistic model with a directed acyclic graph and applies transformations

to the graph. When the panel contains a lot of individuals observed over a long period of time,

different strategies of modeling and inference are needed. Using a double asymptotic framework

(the number of individuals and the number of replications growing with sample size) [3] develop

shrinkage for spectral analysis of multivariate time series of high dimensionality. They propose

a new non-parametric estimator of the spectral matrix with two appealing properties: compared

to the traditional smoothed periodogram the shrinkage estimator has a smaller L2-risk and is

numerically more stable due to a smaller condition number.

The multivariate analysis of continuous processes has also been studied in [107]. The authors

present a diffusion model for the analysis of multivariate longitudinal data with continuous and

possibly unbalanced measurement times. Data from a single person are modeled with an extension

of an Ornstein-Uhlenbeck diffusion process.

1.3.4 Spatial data

A very high level of complexity is given by the analysis of spatial or 3-dimensional data, taking

into account the important aspect of data described in the previous sections.

The extension of spectral analysis to spatial data is not straightforward and a lot of work is

needed e.g. in order to calibrate a nonparametric estimator of the spatial spectral density. An

important contribution to that topic has been achieved in [387] and [398]. In the first study, the

authors analyze the asymptotic properties of smoothed nonparametric kernel spectral density esti-

mators for the spatial spectral density of a continuous stationary spatial process. The implications

for the edge effect bias of the choice of the kernel, bandwidth and spacing parameter in the design

are also discussed, both for tapered and untapered estimators. The aim of the second paper is to

study the properties of the multidimensional periodogram, under both cases of tapering and no

tapering. It also presents some theoretical results regarding the expectation and the covariance of

the multidimensional periodogram.

Real life examples are numerous. [380] show an application in genetics. In that study, a special

type of spatial relationship is found on chromosomes. In tumors the normal pairing of chromosomes

is disturbed, locally or on whole chromosomes, leading to ’chromosome copy numbers’ unequal to

2. [380] propose and apply a high-resolution algorithm to estimate copy numbers from noisy data.

Still in medical science, a challenge in modern brain research is estimation of the diffusion

vector from three-dimensional fields. [377] describe a smoothing method based on 3-dimensional

tensor product P -splines.
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Finally, having estimated spatial dependence structures, the question of comparing the spectral

density and look at their potential differences is important for the practical use of the developed

methods. In [402], a statistical technique is provided for checking whether the dependence struc-

ture of L spatial processes is the same. A test statistic is proposed for testing the hypothesis

H0 : f1 = . . . = fL, where each fl denotes the spatial spectral density of each process, for

l = 1, . . . , L. The test is based on a Cramér-von-Mises functional type test.

1.4 Work package 3: Incomplete data

The work on incomplete data can be broadly subdivided in: (1) complex modeling approaches for

incomplete data; (2) sensitivity analysis tools; and (3) censored survival data.

1.4.1 Complex modeling approaches for incomplete data

Methods commonly used for the analysis of incomplete longitudinal clinical trial data rest on

strong assumptions. Over the last decades, a number of full longitudinal data analysis methods

have become available, such as the linear mixed model for Gaussian outcomes.

The book by [450] promotes the proper use of methodology for incomplete data in the context of

clinical studies and, more broadly, in settings with life sciences data. The book synthesizes a large

amount of work undertaken by the members of WP3, as well as methods from other international

schools. It ranges from critiques on simple methods, via the promotion of broadly valid yet easy-to-

use state of the art methods, to finally sensitivity analysis tools. [416] wrote a monograph sponsored

partly by the UK National Health Service Coordinating Committee for Research Methodology.

This monograph develops and expounds methods for the analysis of longitudinal clinical trial data

with dropout. It covers methods for continuous and discrete data, including sensitivity analysis.

Several contributions have been made to encyclopedias and other reference works, such as by

[451], who provide a general overview of the missing-data field. Also, discussion contributions

have been produced, including by [453], at the occasion of a paper by Peter Diggle (Lancaster

University) and colleagues, which discusses existing missing-data methodology and offer further

classification schemes.

[307] wrote an editorial to the Journal of the Royal Statistical Society, Series A, dedicated to

the state-of-the-art and future directions of research in incomplete data.

[425] show how hierarchical likelihood provides a convenient framework for fitting certain miss-

ing value models. First, a number of published generic missing value problems are examined which

purport to show that hierarchical likelihood is inappropriate for missing data. The flaws in each

of these published treatments of the problems are described, and correct hierarchical likelihood

analyses are given in their place. Second, the approach is applied to that of modeling longitudinal

continuous data with a nonrandom logistic dropout model. It is seen to be very much more efficient

computationally that conventional likelihood optimization.

Specific attention goes out to multiple imputation. [418] show, through the reweighting of mul-

tiple imputation samples, analyses of incomplete data under nonrandom missing value mechanisms
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can be carried out without formally fitting the nonrandom missingness model, a step which is typ-

ically computationally awkward. The approach uses particular properties of the logistic model for

missingness, and it is shown that the analysis is robust to misspecification of certain aspects of

this model. [419] provide a contemporary review of multiple imputation, focusing on issues whose

importance has largely emerged in the last few years.

1.4.2 Sensitivity analysis tools

Models for incomplete longitudinal and otherwise complex data under the more complex miss-

ingness not at random (MNAR) mechanism have gained considerable popularity. At the same

time, cautionary remarks have been issued regarding their sensitivity to often unverifiable model-

ing assumptions. Consequently, there is evidence for a shift towards using ignorable methodology,

supplemented with sensitivity analyzes to explore the impact of potential deviations of this as-

sumption in the direction of missingness at random. A team from UH, jointly with Michael G.

Kenward (LSHTM) published a paper [448] on fundamental issues regarding what is and what

is not possible in terms of distinguishing between MAR and MNAR mechanisms. Precisely, they

showed that for every MNAR model, there is an MAR ‘counterpart,’ exhibiting exactly the same

fit to the observed data. A general overview of issues arising with incomplete hierarchical data are

reviewed in [437], thereby bringing together elements of WP3 and WP4.

[142] propose an item response model for dealing with test speededness. The model consists of

two random processes, a problem solving process and a random guessing process.

[175] propose a shared-parameter framework, typically used to jointly model longitudinal and

survival data and to model incomplete data under a MNAR process, with a flexible random-effects

distribution to study sensitivity in MNAR models. The same modeling framework is the subject of

study in [324], who study the effect of miss-specifying the random effects distribution. They show

that, as the number of repeated measurements per individual grows, the effect of random effects

misspecification becomes minimal for certain parameter estimators.

[438] formulate a so-called latent-class mixture model that brings together aspects of all three

commonly used model families for incomplete data, i.e., selection models, pattern-mixture models,

and shared-parameter models. The paper also interacts. It offers an alternative basis for sensitivity

analysis tools. [290] proposes an elegant and flexible modeling strategy for incomplete data under

MNAR, when missingness is non-monotone. The latter qualification is important, since extremely

little work had been done in this area.

The local influence diagnostics, proposed by Cook (1986), provide a flexible way to assess the

impact of minor model perturbations on key model parameters’ estimates. [428] apply the local

influence idea to the detection of test speededness in a model describing non-response in test data,

and compare this local influence approach to the optimal person fit index proposed by Drasgow

and Levine (1986), and the empirical Bayes estimate of the test speededness random effect. The

measures provide information that can be used to supplement the classical test score in case the

test was administered under a rather strict time constraint.

[424] outline a simple method for sensitivity analysis for randomized control trials with a single

primary outcome. It is shown how a prior can be elicited from experts about expected differences
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in response between completers and dropouts, and how this can be synthesized with the data using

a pattern-mixture model. The authors give an approximate closed form for the posterior. The

method is applied to a RT to improve the quality of peer review at the BMJ. Other applications

and generalizations are sketched.

[289] study issues surrounding missingness, specific to the context of quality of life data from

HIV clinical trials. [287] shows the effect of ignoring missing data in modeling the force of infec-

tion of the bovine herpes virus-1 in Belgian cattle and proposes the use of weighted generalized

estimating equations with constrained fractional polynomials as a flexible modeling tool.

Also in the HIV area, Els Goetghebeur (UG) is co-author of a report ([228]) as member of

the ‘Committee on Methodological Challenges in HIV prevention trials’ of the Board on Global

Health, Institute of Medicine, of the US National Academies. Indeed, a string of recent large

scale clinical trials in HIV prevention have failed to show positive results. This is in part due

to an apparent lack of power created by a host of methodological complications. In this report

the committee identifies key methodological problems in the field of microbicide and pre-exposure

prophylaxis trials, and proposes ways to address them. For instance, in a chapter on adherence

problems methods of causal inference are proposed and in a chapter on alternative designs they

propose to conduct sequentially randomized trials to find optimal dynamic treatment regimes.

1.4.3 Censored survival data

Let us now turn to, possibly censored time-to-event data.

[251] proves a weak convergence result for the empirical copula process based on multivariate

observations at fixed covariate values. The process involves smoothing in the covariate space.

[291] studied a kernel distribution function estimator with a location dependent bandwidth. This

modification reduces the bias term from order h2 to order h4. [292] solved several two-boundary

problems for a special Lévy process: the Poisson process with an exponential component. Variables

studied are: first exit times, value of the overshoot, first entry times and value at entry time.

[265] extended the Koziol-Green model to accommodate dependent censoring. Several asymptotic

results are obtained for a new survival function estimator. [245] study weak convergence for the

conditional distribution function in a Koziol-Green model under dependent censoring. [355] studied

estimation problems in a system of two seemingly unrelated regression equations. Superiority is

proved for Bayes and empirical Bayes estimators. [427] consider a non-parametric regression model

in which it is assumed that the error is linked to the covariate X through a copula function. Via

a pseudo-likelihood method, they estimate the parameter of the copula. As a result, they prove

the asymptotic normality of this parameter. They also study the estimation of the conditional

distribution of Y given X .

In some clinical, environmental, or industrial trials, fixed-detection limits can result in a type-1

left-censored positive response variable. However, [243] note that the number of censored obser-

vations is larger than expected and assume a zero-inflated Cox regression model. They model the

conditional probability of having a zero response as a logistic model, while entertaining a Cox

regression model for the non-zero part of the response.

[405] present a new model for cross-sectional lifetime data. The model is based on the length-
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bias assumption, and it is adapted to situations in which several types of censoring may occur.

The non-parametric maximum likelihood estimator of the survival function is derived.

For censored data nonparametric estimation of a density function, using ideas of presmooth-

ing have been studied by [148]. Presmoothing of the Kaplan-Meier estimator has been shown

to be more efficient. In the said manuscript, local linear estimation techniques are used in the

pre-smoothing step, either directly or via a local logistic approach. This type of presmoothing

is compared to a Nadaraya-Watson type of presmoothing which had been used before. An ex-

tensive simulation study revealed that the use of local logistic presmoothing leads to very good

performance.

A more complex situation in survival analysis occurs when for censored data some failure

indicators are missing (under different mechanism of missingness). In other words: for some of the

observations it is not known whether the observation was censored or not. Ignoring the data for

which the failure indicators are not known, and carrying out statistical analysis on the complete

case data, leads to a loss in efficiency. In [141] a class of estimating functions is introduced for

the regression parameter of the Cox proportional hazards model to allow unknown failure statuses

on some study subjects. An adaptive estimator which achieves the minimum variance-covariance

bound of the class is constructed. Similar methods are also developed for nonparametric estimation

of the survival function of a homogeneous population and for the estimation of the cumulative

baseline hazard function under the Cox model.

[381] consider the problem of prediction of expected time-to-death for individual cervix cancer

patients. They use a multi-state proportional hazards model for survival. Predictions are obtained

by simulation. The said model is also considered, from an estimation and computational angle, by

[439].

In the context of (non)parametric regression with censored responses a number of contributions

have been made by the UCL colleagues Heuchenne and Van Keilegom. First, [65] consider a

polynomial regression model in which the response is subject to random right censoring and propose

a new estimator of the regression coefficients in this model. The estimator extends the classical least

squares estimator to censored data, and is based on preliminary non-parametric kernel estimation of

the regression function. In [64], this estimator is extended to the case of any (nonlinear) parametric

regression model. Second, [63] consider the estimation of the regression function under a non-

parametric location-scale model. The estimator they propose is a Nadaraya-Watson type estimator,

for which the censored observations are replaced by ‘synthetic’ data points estimated under this

model. The estimator offers a useful alternative for the completely non-parametric estimator of

the regression function, which usually behaves quite poorly when the censoring proportion is large.

[431] consider a semi-parametric and a non-parametric two-stage estimation approach to fit

copula models for correlated infection times in the four udder quarters of dairy cows. They use a

pseudo-likelihood ratio test to select an appropriate copula model from the power-variance copula

family and propose a new bootstrap algorithm to obtain a p-value for this test.

One of the most popular ways of incorporating heterogeneity, association, and extra dispersion

in time-to-event data is by way of so-called frailties, a particular form of random effect. [441]

have written a book on this topic. [429] consider the similarities and differences between copulas
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and frailty models as ways of accommodating the said features. The shared frailty model receives

attention in [447], who consider the particular and non-standard problem of likelihood ratio and

score testing. The issue arises because the null hypothesis lies on the boundary of the parameter

space. The said problem has also been studied, in the context of linear mixed models, by [461].

[171] provides a nice overview of regression analysis of correlated interval-censored data, with

particular emphasis on the accelerated failure time (AFT) modeling approach. [430] focus on the

same modeling framework, and zoom in on the problem of assessing baseline and treatment-effect

heterogeneity in the meta-analytic or multi-centric study settings. Furthermore, [188] studies the

AFT setting from a Bayesian angle.

The simulation based approach for assessing the impact of measurement error termed, SIMEX,

has been recently extended to regression models with a possibly misclassified categorical response

and/or the covariates; it is termed MCSIMEX approach. To assess the importance of a regressor,

not only its (corrected) estimate is needed, but also its standard error. Based on the original

SIMEX approach a method which uses asymptotic expansions to estimate the asymptotic variance

is developed by [192]. Further, [194], using the misclassification table for each binary score making

up the count, develop an approach to estimating the misclassification probabilities with increased

efficiency.

[227] develop a general theory for the analysis of clustered data which enables consistent and

asymptotically normal estimation of the effects of within-cluster exposures in the presence of

cluster-level confounders. The results are used to study the validity of a popular proposal by

Neuhaus and Kalbfleisch (1998) who separate the exposure effect into a within- and between-

cluster component within a random intercept model. When regression models adjust for mediators

on the causal path from exposure to outcome, the regression coefficient of exposure is biased for the

direct effect of exposure when the association between post-exposure measurements and outcome

is confounded by more than just the exposure. Structural nested direct-effect models (Robins,

1999) yield consistent estimators for the direct effect parameters, but are inefficient and can be

extremely unstable when the intermediate variable is absolutely continuous. [458] develop direct-

effect estimators that are not only more efficient, but also consistent under a less demanding model

for a conditional expectation of the outcome.

[218] propose a new method for handling measurement error on observed exposures when the

causal effect of exposure is estimated, using a structural mean model and instrumental variables

approach. They show that the introduction of a second instrumental variable can allow to estimate

the expected systematic error conditional on baseline covariates jointly with an asymptotically

unbiased mean exposure effect estimate. To draw inference on the effect on mortality of acquiring

an infection on a fixed day after acceptance into an intensive care unit (ICU), one wishes to use

marginal structural allowing for measured time-dependent confounders. One must however also

consider informative censoring of the survival time due to hospital discharge, instability of the

inverse weighting procedure and last but not least the fact that exposure on a given day is not

observed when ICU discharge comes prior to that day. [219] accommodate these problems by

developing inference under a new class of marginal structural models which describe the hazard of

death for patients if, possibly contrary to fact, they stayed in the ICU for at least a given number
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of days and acquired infection or not on that day.

1.4.4 Interaction with other work packages

All three papers by UCL-based researchers Heuchenne and Van Keilegom [65, 64, 63] are situated

on the bridge between WP1 and WP3. There generally is a strong interaction between WP3 and

WP4. For example, Geert Verbeke (KUL2) and Geert Molenberghs (UH) are co-editors, jointly

with Garrett Fitzmaurice (Harvard School of Public Health, Boston, MA) and Marie Davidian

(North Carolina State University, Raleigh, NC), on the state-of-the art and recent advances in

longitudinal data analysis (WP4), with an important focus on incomplete data and sensitivity

analysis (WP3), too. The sensitivity analysis work is often to be situated within the context of

mixed models or other modeling context for hierarchical data, thus placing itself at the crossroads

of WP3 and WP4. Much of the work on longitudinal data (WP4) faces issues of incompleteness

(WP3), as well. Likewise, a lot of the work on survival analysis incorporates latent structures

(WP4), termed frailties in this context, and, at the same time, deals with censoring (WP3). Like-

wise, the book by [258] brings together aspects of WP3 and WP4. The work on the evaluation

of surrogate markers from clinical studies is located at the interaction between WP3, WP4, and

WP5.

1.5 Work package 4: Data with latent heterogeneity

1.5.1 The assumption of normality of the random effects distribution

The assumption of a normal random effects distribution has been extended by Ghidey et al. (2004)

to a mixture of normal densities on a fine fixed grid with fixed standard deviations, whereby the

mixing weights are estimated using a penalized approach. In [185] it is shown that the approach

compares favorably to three competing approaches. Further, this technique has been applied to

a variety of other models using a frequentist as well as a Bayesian estimation procedure. In the

context of a meta-analysis, the approach was used to generalize the distribution of the baseline

risk, see [184]. In [189], the random effects distribution of a generalized linear mixed effects model

is assumed of this type. The same approach has been applied in a variety of survival applications

using a Bayesian approach, see [188, 447, 190] for applications of this approach in accelerated

failure time models whereby the random effects and/or the measurement error distribution is

assumed to be of the above mixture type. [167] use the approach to derive a simple expression

for association measures in bivariate survival models with interval-censored responses. In [175]

the above mixture model for the random effects distribution is assumed for a shared parameter

model combined with the Vertex-Exchange algorithm to estimate the parameters, while in [209]

the distribution of the random effects distribution is completely unspecified. Mixtures are useful

models for heterogeneous data, but parametric mixtures often show a relatively poor fit to the data.

[375] combine smoothness and log-concave shapes to provide effective non-parametric models.

In [170], the normality assumption for the random effects distribution in a linear mixed model

is replaced by a multivariate skew elliptical distribution and estimation is done using a Bayesian
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approach. Non-parametric latent densities are assumed in [374] to describe the heterogeneity

in discrete distributions, allowing for much a larger over-dispersion than the classical negative-

binomial distribution.

A (Bayesian) Dirichlet process can be used to replace the parametric assumption of normality

by a distribution which is stochastically centered on the normal distribution. This approach was

applied in [169] to the same dental problem as in [190].

A two-part shared parameter model is suggested in [204] to account for the presence of excess

zeros in a longitudinal binary outcome combined with a copula model for random effects. This

allowed for examining the sensitivity of inference to various association structures.

The impact of misspecifying the random-effects distribution in generalized linear mixed models

is the topic of interest in [300] and [303]. These findings underscore and further contribute to

understanding the differences between linear and generalized linear mixed-effects models. In [324]

the effect of misspecifying the random effects distribution in shared parameter models is studied. It

is shown that as the number of repeated measurements per individual grows, the effect of random

effects misspecification becomes minimal for certain parameter estimators.

In [135], the authors analyze the sum-score based formulation of the Rasch model. It is discussed

from the point of view of pseudo-likelihood and of misspecified models. Exact relationships between

the estimated standard errors for both models are derived.

1.5.2 Issues on computations

In [180], [443] and [211] a computational procedure is developed to obtain parameter estimates

for a multivariate mixed model. A mixed model is used to describe the longitudinal profile of

each marker. To account for the correlation between markers, the univariate mixed models are

combined into a multivariate mixed model by specifying a joint distribution for the random effects

using a pairwise modeling strategy.

A new type of Laplace approximation is proposed for the estimation of joint models for longi-

tudinal and survival data when the random effects vector is high dimensional, see [174].

While Bayesian nonparametric methods are extremely powerful and have a wide range of ap-

plicability, software is lacking. In [186] a freely downloadable R package, DPpackage, is described

considering Dirichlet Process, Polya Trees, mixtures of Triangular distributions, and Random

Bernstein polynomials priors.

In the framework of estimating mixed models, in [152] a method is proposed that does not

require a numerical evaluation of integrals. The proposal is a variational estimation method for

mixed logistic models based on a lower bound approximation of the logistic model. In [459], a

method is proposed to fit a crossed random-effects model with two levels and continuous outcomes

for the analysis of continuous hierarchical data. A crossed random-effects model for binary data is

also presented.

In [155] a maximum likelihood methodology is suggested to estimate the parameters of a

one-dimensional stationary process of Ornstein-Uhlenbeck type that is constructed via a self-

decomposable distribution. In [159] a general method for performing diffusion model analyses

on experimental data is presented. The authors show that by implementing design matrices, it
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becomes possible to fit models with parameters regressed onto predictors. A freely downloadable

MATLAB toolbox is presented in [158] intended to make the Ratcliff diffusion model for reaction

time and accuracy data more accessible to experimental psychologists. An iterative maximum a

posteriori estimator in item response theory is proposed in [106] as an enhanced technique for

estimating proficiency levels.

In meta-analysis with case-control groups it is of interest to study the variability of event prob-

abilities in both groups. [373] proposed a novel way to estimate a non-parametric two-dimensional

latent distribution.

[439] examined various estimation approaches for frailty models and compared these by using

a simulation study. None of the approaches proves to be uniformly better than another.

1.5.3 Significance tests for the random effects distribution

[452] and [461] study the non-standard behavior of the score, Wald, and likelihood-ratio tests in

hierarchical data when the null hypothesis is either situated on the boundary of the parameter

space or constrained in a different way.

Local influence diagnostics (Cook, 1986) are applied in [428] in the detection of test speededness

in a model describing non-response in test data. This approach is compared to an optimal person fit

index approach (Drasgow and Levine, 1986) and an empirical Bayes estimate of the test speededness

random effect.

1.5.4 Various extensions of the mixed effects model

A latent-variable model is suggested in [208] for longitudinal data with a bivariate ordinal outcome,

whereby the fixed-effects parameters that are subject-specific retain their population averaged

interpretation when properly scaled. A conditional mixed-effects model with crossed random effects

is studied in [459]. [454] proposed a modeling framework for count data where normal random

effects, included to capture the repeated nature of the data on the one hand, are combined with

random effects, e.g., of a gamma type, included to capture overdispersion on the other hand. In

[305], a novel method for fitting frailty models to survival data is considered. It consists of using

a cumulative hazard based transformation to transform the data in such a way, that they can be

analyzed using a linear mixed model.

A new class of models is suggested in [127] making use of copulas to deal with local item

dependencies. This approach overcomes some of the problems associated with other local item

dependency models.

A model is proposed, see [96], with a simultaneous latent structure for two of the three modes

of a three-mode data set. This model helps in studying the correlational structure of two modes

simultaneously. On the other hand, in [97] a model that simultaneously accounts for the three

ways in three-way data is presented. Random effects are used to model between-actor variability,

and structural relations between the linking variables are investigated.

Within the ANOVA context, the authors in [98] outline that hierarchical linear models provide

a framework to analyze data from complex designs. Multivariate random effects may be helpful

in analyzing interactions between fixed and (nested) random factors. Further, a diffusion model
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is presented in [107] for the analysis of multivariate longitudinal with continuous and possibly

unbalanced measurement times. Data from a single person are modeled with an extension of an

Ornstein-Uhlenbeck diffusion process. A hierarchical model is suggested in [108] for regressing

reaction time data onto covariates that avoids both aggregation and squared-error minimization.

This model provides novel insights in lexical access. In [114] the authors consider a Ratcliff diffusion

model, a well developed process account of the time course of human decision-making in two-choice

tasks, and suggest to adopt a Bayesian method for parameter estimation. This method broadens

the scope of psychological problems the models can address. An item response model is proposed

in [142] for dealing with test speededness. The model consists of two random processes, a problem

solving process and a random guessing process.

A nonparametric homoscedastic regression model in which the error is assumed to link to the

covariate X is modeled in [427] through a copula function. Via a pseudo-likelihood method, an

estimator of the copula parameter is proposed and its asymptotic normality proven. In [245] the

copula approach is used to generalize the Koziol-Green model under dependent censoring.

In some clinical, environmental or industrial trials, fixed-detection limits can result in a type-

1 left-censored positive response variable leading to a zero-inflated Cox regression model. The

authors modeled in [243] the conditional probability of having a zero response as a logistic model

while a Cox regression model was used for the non-zero part of the response.

1.5.5 Miscellaneous applications

For the analysis of discrete bounded-outcome score data, [195] suggested a latent random vari-

able which logistically transformed scale has a normal distribution. The assumption of a latent

heterogeneity simplified the calculations. An alternative approach is given in [206].

Based on the Signal-Tandmobiel study data, it was demonstrated that the interpretation of a

model with respect to conditional independence can be drastically different on a latent scale from

that of the manifest scale, see [210], [183] and [187]. Using the approach of Cecere et al. (2006)

the variability of permanent tooth emergence is further examined in [193]. In diagnostic testing,

[196] examined, via a case study, the impact of deviations from conditional independence.

Regeneration of blood vessels is a non-linear process, showing a quick start and gradual satu-

ration. Using non-linear mixed models, this process has been studied in [383].

A large amount of work has been done in the context of the evaluation of surrogate markers in

clinical studies ([253, 254, 255, 256, 257, 268, 270, 274, 296, 311, 267]). Since the said evaluation

of surrogates involves at least two endpoints, i.e., the true endpoint and surrogate endpoints, and

validation usually takes place within a multi-centric or otherwise meta-analytic context, the data

invariably are of a hierarchical nature. This implies that hierarchical modeling ideas, such as

mixed-effects models, are virtually always used. In some cases, either the surrogate endpoint, the

true endpoint, or both endpoints, are longitudinal, rendering the hierarchy even more elaborate.

The application of mixed-effects models to clinical-trial data when interest lies in psychometric

validation (reliability and generalizability) is studied in several papers ([295, 315, 348]). The

advantage of such an approach is that existing data can be used, obviating the need for special-

purpose studies. Also, one is not confined to the typical pre-post design, but rather entire sequences
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of repeated measures can be used.

Specific applications of hierarchical models with random-effects and other latent structures

include the use of random-effects models in estimating the force of infection from serological preva-

lence data ([322]) and the use of electroencephalogram data to discriminate between potential

psychotropic compounds ([300]). Longitudinal data on neuron-firing experiment, conducted in

monkeys, are the topic of interest in [462]. In [336] the coverage rate of vaccines is examined,

while linear mixed models were applied to cDNA data in [284]. A zero-inflated negative binomial

regression model is used to model the dmft-index expressing the caries experience in deciduous

teeth, see [203].

1.5.6 Interactions with other work packages

Various contributions of WP4 pertain to modeling longitudinal data with a random effects struc-

ture. Longitudinal data suffer often from dropouts, patients missing a visit. Therefore many

developments in this domain are closely related to the problem of missing data, the theme of WP3.

1.6 Work package 5: Highdimensional and compound data

Highdimensional data and compound data occur in different disciplines, and the methodological

problems that need to be solved differ accordingly. Therefore, the research output in this work-

package is split up in three domains: bioinformatics, data mining and psychometrics.

1.6.1 Bioinformatics

At UG, [241] propose robust and efficient tests and estimators for gene-environment/ gene-drug in-

teractions in family-based association studies in which haplotypes, dichotomous/quantitative phe-

notypes and complex exposure/treatment variables are analyzed. Using causal inference method-

ology, they show that the tests and estimators are robust against unmeasured confounding due

to population admixture and stratification, provided that Mendel’s law of segregation holds and

that the considered exposure/treatment variable is not affected by the candidate gene under study.

[233] develop optimally cost-effective two-stage designs for marker selection exploiting the method

of balanced testing. This novel testing approach relies on a measure of relative evidence involving

p-values from both the perspective of the null and the alternative, to balance type I and type

II errors rather than making selections driven primarily by the perspective of the null distribu-

tion. [225] use mixed model techniques to deal with sources of variability in the data-analysis of

phenotyping experiments with transgenic rice. Somaclonal variability and insertion variability are

separated from each other to assess the effect of the inserted gene and its variability in a correct

way.

At UH, different methods for the analysis of micro-array data are developed. [299] consider

several testing procedures for testing for a monotonic trend in dose response experiments, and

applied them in the microarray data context. In particular, they combine the procedures with

adjustments for across gene multiple testing, and address the issue of small sample size by using
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resampling based inference. [350] consider a range of classification methods, and apply them to the

problem of classifying samples based on microarray data. They compare the methods by using a

simulation study. It appears that classical methods, like diagonal LDA, seem to perform very good

as compared to other, more complicated techniques. [284] show how linear mixed effects models

can be used to simultaneously normalize cDNA microarrays and to perform differential analysis

based on the cDNA data.

At KUL-1, [162] present a novel algorithm for multidimensional unfolding that overcomes both

general problems and problems that are specific for the analysis of gene expression data sets. This

method offers a useful tool for preliminary explorations of microarray data.

At UU, [379] study the relationship between colon tumor grade and Single nucleotide polymor-

phisms (SNPs) data. SNPs are point mutations in DNA.They can be measured at a very large scale

(up to half a million in one go). The goal of much high-throughput research is to find biomarkers.

[382] use penalties in dose-response relationships to find the most influential variables in a large

number of measurements.

At USC, [390] revise and comment on the work by Tyekucheva and Chiaromonte (2008), where

the authors revise the different ways of solving the problem caused by the singularity of the

estimated covariance matrix. They also propose a new estimator. Its performance is statistically

compared and assessed with real data applications in the genomic context.

1.6.2 Data mining

The development of robust techniques in data mining is partially a joint research effort of re-

searchers of UG and KUL-1. [446] review robust, high-breakdown methods that can deal with a

substantial fraction of outliers in multivariate analysis. Location-covariance estimation, multiple

and multivariate regression, discriminant analysis, principal components, and multivariate calibra-

tion are covered. [230] introduce robust and computationally efficient versions of forward selection

(FS) and stepwise (SW) methods. The robustifications are obtained by replacing classical correla-

tions by robust counterparts. The proposed robust methods are computationally very suitable and

scalable to large high-dimensional datasets. [231] further describe robustified LARS algorithms

to select the most important predictors when the number of candidate predictors is large. The

technique is computationally very efficient and scalable. Bootstrap is used to obtain stable results.

[223] publish an editorial on a special issue partly focusing on robustness for large data sets. This

editorial explains the importance of robust methods in mining large databases. [238] review recent

developments on a bootstrap method for robust estimators which is computationally faster and

more resistant to outliers than the classical bootstrap. This fast and robust bootstrap method is,

under reasonable regularity conditions, asymptotically consistent. Applications are given for lin-

ear regression, location-scatter parameters, principal components, and discriminant analysis. [132]

present a general method to fit robust estimators in parametric models for huge data sets. The

method offers distribution-free confidence intervals for the median of the predictions. The main

focus is on general support vector machines (SVM) based on minimizing regularized risks. [136]

describe the common problem of first and second order Rayleigh and Raman scatter when fitting

Parallel Factor Analysis (PARAFAC) to three-way fluorescence excitation-emission data (EEM).
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The scatter can be considered as an example of element-wise outliers. In this paper an automatic

scatter identification method is developed based on robust statistical methods for high-dimensional

data. [145] develop new techniques for model selection and model validation based on the Leave-

one-out Cross-validation (LOO-CV) technique. Fast algorithms are presented for LOO-CV when

using a high-breakdown method based on resampling, in the context of robust covariance estima-

tion by means of the MCD estimator and robust principal component analysis. A robust PRESS

curve is introduced as an exploratory tool to select the number of principal components.

At UH, [345] consider a technique for peak detection in mass spectra, based on a Poisson

approximation of the distribution of different isotopic variants of a peptide. They show that, in

its basic form, the technique allows to reliably detect peptides that do not contain any sulphur

atoms, but fails to do so in the case when sulphur atoms are present. Furthermore, they develop

modifications of the technique that allow to detect peptides also in the latter case.

At UCL, data mining in chemometrics is considered. [32] compare some chemometric tools

for metabonomics biomarker identification. NMR-based metabonomics discovery approaches re-

quire statistical methods to extract, from large and complex spectral databases, biomarkers or

biologically significant variables that best represent defined biological conditions. They explore

the respective effectiveness of six multivariate methods: multiple hypotheses testing, supervised

extensions of principal (PCA) and independent components analysis (ICA), discriminant partial

least squares, linear logistic regression and classification trees. [26] optimize chromatographic an-

alytical conditions. Gas phase chromatography generates high dimensional spectral data and is

used daily in industry for the quantification of the concentrations of mixture components. They

introduce an integrated methodology to maximize spectral peak separation and hence improve the

quality of measurement results.

At UU, [378] develop techniques for mass spectra data which form yet another type of high-

volume data. In medical circles great expectations are living about its use for prediction. In a

carefully designed ‘shoot-out’, five classification methods for high-dimensional data were compared.

1.6.3 Psychometrics

High dimensional and compound data also occur frequently in the psychological literature. At

KUL-1, different new techniques are developed to cope with these data complexities.

[130] introduce a new model to chart how individual differences in stimulus-response (S-R)

profiles are caused by individual differences in the stimulus-mediating variables (S-M) link and/or

by individual differences in the M-R link. An algorithm to fit CLASSI is described and evaluated.

[131] evaluate the issue of local minima in hierarchical classes models by proposing a generic

simulated annealing (SA) algorithm and three different types of random starts. Results support

the use of a SA algorithm in combination with a random multistart procedure. [150] present a

stochastic extension of the hierarchical classes model for two-way two-mode binary data. A fully

Bayesian method for fitting the new models is presented and tools for model selection and model

checking are proposed. [151] propose a method to overcome the computational burden associated

with latent Markov models (when modeling both individual differences and temporal dynamics in

panel data). The method is associated with a probabilistic model with a directed acyclic graph
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and applies transformations to the graph. [153] investigate four possible model selection heuristics

in the framework of multi-mode partitioning models for N-way N-mode data. Performance of

these four heuristics is systematically compared in a simulation study. [154] propose different

bootstrap strategies for estimating confidence intervals of the parameters in multilevel simultaneous

component analysis framework. [378] present a multidimensional unfolding technique that is not

prone to degenerate solutions and is based on multidimensional scaling of a complete data matrix.

This technique leads to acceptable recovery of given preference structures and is relatively easy to

implement. [164] extend the hierarchical classes family to two-way two-mode rating data (HICLAS-

R). The authors highlight interesting relationships with classical real-valued two-way component

analysis and with methods of optimal scaling. [165] propose a unifying model that implies a

categorical and/or dimensional reduction of one or several modes of a multiway data set. The

model encompasses a broad range of existing reduction models as special cases.
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2 Network Activities

2.1 Web site and newsletter

All activities of the IAP-statistics network can be followed very closely from our web site. The

address of the web site is

http://www.stat.ucl.ac.be/IAP/PhaseVI.

The web site contains e.g. the following information:

• Our logo

• Call for applications

• Description of the project

• List of scientific personnel working under the IAP project

• Downloadable member list

• Research activities (workshops, seminars, short courses,...)

• Downloadable technical reports, list of publications and list of books written my members of

the network

• Annual reports and reports of scientific meetings

• Contact details

In addition an electronic newsletter is sent out every month to all IAP-members. In this

newsletter, new activities (seminars, short courses, meetings, ...) are announced and a link to the

appropriate web page is added for more details. The newsletter also contains a link to the updated

list of publications and technical reports of the network.

2.2 Scientific meetings

2.2.1 Annual workshop

The annual workshop of 2007 entitled ‘Statistical inference for dependent data’ was organized

by the University of Hasselt on April 26–27, 2007. There were 65 participants. Three two-hour

lectures were given by the following main speakers: Roger Nelsen (Lewis and Clark College, USA),

Patrick Gagliardini (Lugano, Switzerland) and Yuri Goegebeur (University of Southern Denmark).

There were also 11 contributed talks.

The annual workshop of 2008 will be organized by the University of Ghent on September 18-20,

2008. It will focus on the cornerstone ‘Data’, which is one of the three cornerstones on which the

project is based (the two others being ‘Models’ and ‘Methods’). The workshop is entitled ‘Missing

information in survival data beyond right censoring’. The main speakers will be R. Chappell, J.

Sun and J. Lawless. A social activity will be organized on September 20, in order to stimulate

interactions (both scientifically and socially) in the network.
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The annual workshop in 2009 and 2010 will be organized by respectively the KUL-2 and KUL-1

partner and will be focused on the cornerstone ‘Models’ respectively ‘Methods’. The final workshop

in 2011 will be organized by the UCL partner.

2.2.2 Meetings

The following meetings were organized by the network in 2007:

• Kick-off meeting, February 9, 2007: an introductory meeting, aimed at getting to know better

the different network members and their research areas. During this meeting, each partner

presented briefly the various research topics studied by his group. There was also ample

time for discussion and social contact. About 100 members attended the meeting. More

information on the program of the kick-off meeting can be found at

http://www.stat.ucl.ac.be/IAP/PhaseVI/archive_meeting.html

• Meeting on ‘Mixture modeling’ organized by KUL-1, KUL-2, UH and the department of

statistics of PUC (Chile), November 20-21, 2007. The meeting was attended by a big audi-

ence, and brought together researchers from different universities from the network working

on this research topic.

2.3 Organization of the network: administrative meeting

The annual administrative meeting took place on 29 November 2007 at UCL. The meeting was

attended by:

• For the Belgian Science Policy: C. Lejour

• For the follow-up committee: A. Davison (Ecole Polytechnique Fédérale de Lausanne (EPFL)),

U. Gather (University of Dortmund) and T. Snijders (University of Oxford and University

of Groningen)

• For the network: K. Bogaert (KUL-2), C. Cadarso-Suárez (USC), L. Duchateau (UG), I.

Gijbels (KUL-1), L. Simar (promoter, UCL), F. Tuerlinckx (KUL-1), S. Van Bellegem (UCL),

I. Van Keilegom (promoter, UCL), N. Veraverbeke (UH) and Ch. Denayer (administrative

responsible, UCL).

During this meeting the following main issues were discussed: presentation of the follow-up

committee; past and future scientific activities organized by the network; scientific collaborations;

work valorization (web page, reports, ...); network organization, management and visibility.

The administrative meeting was followed in the afternoon by two seminars (see Subsection 2.4.3

below for more details).
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2.4 Collaborations, working groups and seminars

2.4.1 Collaborations

The IAP network is working on a broad range of research topics in statistics. There is a large

number of scientific collaborations within the network, as can be seen from the list of technical

reports and publications (see Section 3, and in particular Subsection 3.10, where all joint technical

reports and publications are collected). Below, we mention a few examples of ongoing collaborations

between members of different teams of the network.

• Members of the KUL-1 (in particular Irène Gijbels) and of UJF (Anestis Antoniadis) have

extensive collaborations on the development of semi-and nonparametric methods for complex

data, such as heavy noisy data. One of the aspects of the work is exploring regularization

techniques. I. Gijbels visited the UJF partner twice in 2007 (10-14 September and 7 Decem-

ber) to work on joint projects.

• Ingrid Van Keilegom (UCL), Noël Veraverbeke (UH) and Elisa Molanes (Univ. Carlos III,

Madrid) are working on empirical likelihood methods for non-smooth criterion functions.

• Irène Gijbels (KUL-1), Noël Veraverbeke (UH) and Marek Omelka (IAP-postdoc working

6 months at KUL-1, followed by 6 months at UH) are working on local linear estimation

methods of copula functions, with applications to goodness-of-fit tests and estimation of the

Kendall process.

• Geert Molenberghs (UH) and Michael G. Kenward (LSHTM) completed a manuscript on

the relationship between generalized estimating equations and fully specified models, which

would be needed when a likelihood route were to be pursued.

• Geert Molenberghs (UH) and Geert Verbeke (KUL-2) are completing work on the unidenti-

fied portion of all coarsened-data models (e.g., missing data, censored data, grouped data)

and models for augmented data (e.g., latent variables, latent classes, random-effects mod-

els, mixture models). They study the communality between both settings and propose the

common term ‘enriched data’ to refer to both simultaneously.

• Ingrid Van Keilegom (UCL) has extensive collaborations with members of the USC part-

ner (Wenceslao González-Manteiga and Carmen Cadarso-Suárez) on goodness-of-fit tests in

(semi)-parametric regression, when the data are or are not subject to right censoring. They

also work together on a project dealing with ROC-curves in regression, and a project on non-

parametric estimation and inference for models for successive survival times. W. González-

Manteiga visited the UCL (in February 2007), and I. Van Keilegom visited the USC partner

twice in 2007 (10-16 June and 9-15 December) to work on these projects.

• Paul Janssen (UH), Luc Duchateau (UG) and PhD students of their respective research

groups are working together on projects related to frailty models in survival analysis. They

have written together a Springer book on that topic that will be published in 2008.
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• Ingrid Van Keilegom (UCL) and Roel Braekers (UH) have finished a paper on flexible mod-

eling, estimation and inference for nonparametric regression models, where the error term is

assumed to be dependent on the covariates. The dependence is modeled by means of copulas.

2.4.2 Working groups

Below are a few examples of active working groups in the network. They are an important tool to

stimulate interactions between network partners, and to stay informed of the research achievements

of other partners of the network.

• A working group on ‘Sensitivity analysis for longitudinal and incomplete data’ is active and

populated with members of UH and KUL-2. Meetings take place roughly once a term. Each

time one or two presentations are given and discussed at length. This keeps all group members

up to date of ongoing research in the team, and it provides input on how specific research

projects can be (re-)directed. The work is targeted at research problems, dissemination

through education, consulting, and conferences. The scope encompasses modeling strategies

for incomplete data and to sensitivity analysis for incomplete and coarse data. The group

entertains contacts with the research community at large, the biopharmaceutical industry,

and regulatory authorities, such as the Food and Drug Administration. In 2007, this working

group met on February 27 (UH), May 7 (KUL-2) and October 1 (UH).

• A working group on ‘Competing risks in survival analysis’ has been set up, and consists of

a group of about 15 researchers from UH, UG, UCL, as well as members from the EORTC

(Brussels) and the University of Liège. The group consists of applied as well as more theo-

retical researchers. They gather more or less once every two months. So far, this working

group met on November 20, 2007 (UCL), January 17, 2008 (EORTC) and March 19, 2008

(UH). The next meeting will be in May 2008 at UCL.

• A working group on ‘Evaluation of surrogate markers in clinical studies’ is active at Hasselt

University. The point of gravity is located within UH, but a large number of researchers

from other Belgian and foreign (France, UK, US) organizations and institutions participate

on either a regular basis or in an ad hoc fashion. Often, visitors from abroad are received.

The work is closely connected to the remit of WP4, with ramifications to WP3 and WP5.

• A working group on ‘Modeling dependencies and inference based on copulas’ has been set up,

and consists for now of researchers from the KUL-1 and UH. Researchers from other partners

are invited to join. The working group meets about once a month. So far, the group met on

November 8, 2007 (KUL-1), December 17, 2007 (UHasselt), February 22, 2008 (KUL-1) and

March 12, 2008 (KUL-1).

2.4.3 Seminars

Each of the participating partners organizes on a regular basis statistics seminars at their universi-

ties. Announcements of these seminars are sent out to most Belgian statisticians, including those

participating in the network.
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Apart from the regular statistics seminars at the universities involved, several seminars have

been organized by the network itself, around central themes of the network. They are on some

occasions given by members of the network, in order to foster research interactions and exchange

of ideas. These seminars are indicated by a star (*).

• February 5, Juan Carlos Pardo-Fernández (University of Vigo), ‘Tests in nonparametric

regression based on the error distribution’, at UCL

• *February 5, Wenceslao González-Manteiga (USC), ‘Comparing spatial dependence struc-

tures’, at UCL

• February 23, Jérémie Bigot (Université Toulouse III), ‘Homeomorphic smoothing splines: a

new tool for monotonizing a non-constrained estimator in nonparametric regression’, at UCL

• February 23, Geurt Jongbloed (Free University of Amsterdam), ‘Density estimation in the

current status model’, at UCL

• *April 20, Paul Eilers (UU), ‘Statistical classification for reliable high-volume genetic mea-

surements’, at UCL

• *April 20, Kristel Van Steen (UG), ‘Perspectives on genetic association screening, at UCL

• *June 12, Ingrid Van Keilegom (UCL), ‘Estimation of a semiparametric transformation

model’, at USC

• October 12, Mark van der Laan (University of California, Berkeley University), ‘Targeted

maximum likelihood learning: Applications in discovery and randomized trials’, at KUL-1

• November 29, Anthony Davison (EPFL, Lausanne), ‘Likelihood inference for a problem in

particle physics’, at UCL

• November 29, Ernesto San Martin (PUC Santiago, Chili), ‘On the statistical meaning of the

parameters of skew-normal experiments’, at UCL

The latter two seminars were organized on the occasion of the administrative meeting of the

network, that took place in the morning (see also Subsection 2.3 for more details). The speakers

of these seminars are member of the follow-up committee (A. Davison) and former postdoc of the

Phase V-IAP network (E. San Martin).

2.5 Short courses

Several short (intensive) courses have been organized within the framework of the IAP-statistics

network. These courses were intended for all members of the network, and in particular (but not

exclusively) for the PhD-students. The announcements were each time sent out to all members

and posted on the web site. No (or reduced) registration fees were required for IAP-members.

A list of the short courses organized during the working year 2007 is given below.
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• Short course on ‘Modeling dependence with copulas’ by Ch. Genest, 30-31 January, 1 Febru-

ary 2007, at UCL, jointly organized by the FNRS Graduate School in Statistics.

• Summer school on ‘Advanced nonparametric statistics’, May 21-24, 2007, including three

short courses given by J. Opsomer, M. Wegkamp, and O. Linton, at UCL, jointly organized

by the FNRS Graduate School in Statistics.

• A short course was given by Geert Molenberghs (UH) on ‘The statistical evaluation of surro-

gate endpoints in clinical trials,’ September 4, 2007, on the premises of the UCB company in

Braine-l’Alleud, under auspices of the Biostatistics Section of the Belgian Statistical Society

and the IAP Network.

• Geert Molenberghs (UH) and Geert Verbeke (KUL-2) offered a short course on ‘Mixed models

and incomplete data,’ on November 22-23, 2007 at KUL, jointly organized by the ‘Interuni-

versity Graduate School of Psychometrics and Sociometrics’ and the IAP Network.

The summer school on ‘Advanced nonparametric statistics’ attracted a large number of PhD

students, coming from several European countries, including a number of PhD students from the

European partner of USC.

2.6 PhD and postdoctoral researchers

Below are a few examples of joint appointments of PhD and postdoctoral positions financed by

the network, and of memberships of the jury of PhD theses at partner universities.

• Marek Omelka is an IAP postdoc coming from Prague University. He works for 6 months at

KUL-1 (October 2007-April 2008) followed by 6 months at UH (April 2008 - October 2008).

A working group has been set up around his work, and related projects.

• Doctoral thesis of Sébastien Da-Veiga, University of Toulouse, France, June 2007, promotor

Anestis Antoniadis (UJF), ‘rapporteur’ Irène Gijbels (KUL-1).

• Doctoral thesis of Kris Bogaert, KUL-2, June 2007, promotor Emmanuel Lesaffre (KUL-2),

member of the jury Irène Gijbels (KUL-1) and Paul Janssen (UH).

• Doctoral thesis Anouar El Ghouch, UCL, October 2007, promotor Ingrid Van Keilegom

(UCL), member of the jury Irène Gijbels (KUL-1).

• Doctoral thesis of Irène Gannaz, UJF, December 2007, promotor Anestis Antoniadis (UJF),

‘rapporteur’ Irène Gijbels (KUL-1).
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3 Technical Reports and Publications

Below we provide the scientific output related to the IAP-statistics network. We give both the

Technical Reports and the Publications of network members in 2007:

• Technical Reports: all manuscripts that have been written in 2007, and have been submitted

for publication to an international journal. These reports are also available on our web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_tr.html.

Each Technical Report has a number of the form TR07xxx (or TR08xxx for those of 2008),

and we mention these reference numbers below. The web site also contains the pdf-file of

many of the Technical Reports.

• List of Publications: all published papers in international journals in 2007 (with refereeing

system), including also papers that are accepted for publication and are ‘in press’. We also

include the books written by members of the network, that are published by international

editors. See also the IAP-Statistics Reprints Series on our web site:

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_reprint.html

for the published papers (reference numbers are of the form R07xxx), and

http://www.stat.ucl.ac.be/IAP/PhaseVI/publication_books.html

for the books (reference numbers are of the form B07xxx).

3.1 Université catholique de Louvain, UCL

3.1.1 List of Technical Reports

[1] Almeida, C. and M. Mouchart, Testing the normality of the latent variables in the polychoric

correlation model, 2007. TR07010.

[2] Basrak, B. and J. Segers, Regularly varying multivariate time series, 2007. TR07025.

[3] Böhm, H. and R. von Sachs, Shrinkage estimation in the frequency domain of multivariate

time series, 2007. TR07008.

[4] Böhm, H. and R. von Sachs, Structural shrinkage of nonparametric spectral estimators for

multivariate time series, 2008. TR08006.

[5] Bonaccorsi, A., Curi, C., Daraio, C., Mancuso, P. and L. Simar, Analysing total factor
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tion with missing data, 2007. TR07054.
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[414] Rodŕıguez-Casal, A. Set estimate under convexity type assumptions. Annales de l’I.H.P. -

Probabilités et Statistiques, 43, 763-774, 2007. R07089.
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